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" L INTBODUOTION - SoE
Let X, ¥ be non-negatlve integer-valued f.v.’s such that P{X = n}
and L x
| | P(Y-rlX_n_s(r,n),r_Ol :

Using «Beriistein’s. theorem. on completely mondtone: fnmtionn ’Rw a:nﬁ'
Rubin (1964) have shown that if .~ . . .. oo oo ‘

L s m) )p"q@gﬂ" Pl g =1og

Vg b Sodn Wl oy

then (P, n= 0,1, ..} is Péisson if'ahd ofly & () ’
PY=r)=P¥=r|X=7)= P(Y - r|X> Y),,r ='0,._1, e
(the so called R-R condlf,xon) O T
-~ Shanbhag (1974) ga.‘ve an elementary proof of this result vaastava
and Srivastava (1970) proved that if {P,} is Poisson, then the R-R condition
holds iff s(r, n), r=0, 1;..;,m is hinomial, Rao a.;nd Rubin (1964) have
also shown that if the non-negatwe mteger-va.lued t.v. X takes the values
k, k+1, ... ; k > 0 and s(r, ») is binomial as in (1. 1), then {P,,, n =k, k+1,. x,}
is truncated Poisson 1ﬂ‘ ' _

P(Y—rlY> k) P(Y—rlx y; p(y'i_n“"‘f‘r';zé;>‘ir‘, 1{-:}7@),
=Rk . (13)
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2, SHANBHAG’S B.ESULT AND A VARIANT
Shanbha.g (1977) gives the followmg extensmn of the R-R characterlzatmn

Theorem 1 (Shanbhag ] extensmn) Let {(am bp),n=0,1, .} be a
sequence of real ‘vectors with by b, >0, a, > 0 for all n > 0 and b,, 20 for
n > 2 and let {c,} denote the convolution of {a,} and {b,}. (Observe that c, > 0,
n > 0). Let (X, Y) be a random vector, as defined in the introduction, such that
P, = P[X = 0] < 1 and whenever P, > 0 -

COPY =7|X = n)f:“——a"fzM Corm 01, (@)
Then i axe e
PY=r=PY=r|X=Y) r=01,.. . (22)
" | e
1:” =§95“ n=12,.. for some @ > 0, .. (2.3)
n 0 P - - : R

The result of Theorem 1 will now be used to p1ove the followmg the@rem

Theorem 2 (Extension to the truncated oase): Let {(a,,, b,):n=0,1,..}
be a sequence of vectors of non-negative real numbers such that by, by > 0 and
a,>0forn>k k>0 Let{c,} bethe convolution of {a,} and {b,}. (Observe
that ¢, >0, n> k). Let (X,Y) be a vector of non-negative integer-valued
r.v.’s such that P(X = n) = P, with Py <1 and X taking values > k only,
and whenever P, > 0 ‘ - e

P(Y=r|X=n)=-qr-b~?-‘-:r r= |
; b m=lkk+l,... .. (24)
Then - )
PY=r|Y2k)=PY=r|X=7), r="kktl,... .. (25
iff . ‘
Py _
C” : Ck

-

6%k n =k k41, ... forsome@>0, ... (2.6)

Proof : We have been given that X—% is a non-negative integer-valued
random vamable Further, it follows that .conditional on Y—k } 0 the
random variable ¥ —k is non-negative and integer. Valued

.
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If we define
=T ab,y oo e (27)
, LD =k L
we will obviously have -
o= Z afbm+k r = E “H-kbn_r L . (2.8)
Tt then follows that
1 Cg’ Cntk

PX—k=n|Y—k>0)= P(y>k) y Fosk 1

and

P(Y k-—*rtX k_'n Y k> (}) a':;(kkb):-' ’Sr%,'i,‘o#-,h vor (2.10)
N+ =3 .

It also follows that (2.5) is equlvalent to

BY—k=r|T—k>0) = ~( —-—]c—r|X —k=Y— k) r=0,1,..
(2.11)

Then, clearly the random vector (X—Fk, Y—F) conditional on Y—-k20
possesses all the properties required of (X, Y)in Theorem 1. Hence, applying
this theorem to the random vector (X—Fk, ¥—Fk) condltmnal on Y—k>0
we have that (2.11) holds iff

PX—b=n|T—k>0) _ PA—k= o r-k50), v forsome§ > 0
@, oo ~ n=0,1,..

which in view of (2.9), is equivalent to

Puk  Prgy - y_01,... . (212)
Cutk ;-Ck

~ Since (2.11) is equivalent to (2.5), the result is now obvious.

" Notel: Theorem 2 can also be obtained. directly by appealing to the
basic lemma of Shanbhag (1977).
‘Note 2+ Tt is’ interesting to observe that Theorems I and 2 remain valid

if the right hand side or the left hand side of (2.2) and (2.5} is replaced by
P(Y =¢|X> Y)yand P(Y =r|X > ¥, ¥ > k) respectively.
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In part 3, Theorem 1 is used to show that if s(r, n) is negative hyper
geometric (n, m, p) then the R-R condition holds iff {P,} is negative binomial
(m+-p, p) without requiring additional conditions on the existence of the
derivatives G(¢) of the p.g.f. @ of X, as in Patil and Ratnaparkhi (1975).

Then Theorem '2 is used to show that provided again that s(r, m) is
" negative hypergeometric, the modified R-R cendition (2.5) is necessary and
sufficient for P,, n = k, %+1, ... to be truncated negative binomial.

In part 4 we state two other characterlza.tlons based on. truncated forms
of the distribution of ¥ given X.

3. CHARAOTERIZATIONS oF "THESNEGAHVE BINOMIAL AND TRUNCATED
NEGATIVE BINOMIAL DISTRIBUTIONS

Corollary 3.1 (Characterization of the Negative Binomial Dlstrlbutlon)
Let X and Y be non-negative integer- -valued r.v.’s as defined in Theorem 1.

Assume that _

o —m\[(—p | ‘ ,
PY=r|X=n) = (—‘—r_—”)z—ﬁ’%_——)" r=0,1,.n . (31)
( n ) m>0,p>0

ie. negative hypergeometric {m, m; p). .

-Then the condition (2.2) holds iff

—N ‘
P(=PX=n)=( ") p¥—gr N=mtp fon=01..

i

Proof : It is obvious that Theorem 1 applies with
a, = ( : ) (—1)m, b, = ( np ) (—1)m. . (3.3)
whence ’ - ‘
s ‘
c,,=( L R C X
n ‘ : ey . : :

Corollary - 3.2 (Characterization —of the truneated negative binomial
distribution) :  Let us now assume that X, Y are non-negative ;integer-valued
rv.’s as defined. in Theorem 2. Suppose that the conditional distribution of
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¥ pgiven X iz negative hypergeomeiric as in (3.1).  Then, the modified B-R condi-
ton (2.5) holds iff L
I::_,,F}P" (—g)®

= _'N.
E () -y
i.e., negabive Mnomial truncated af B—1.

Progf : Define the sequences fag). (b}, n =10,1;... 85 m (3.%). Conse-
quently P(T = ¢]| X = a) ia again of the form aby_¢/tg, r=10,1, ..., 5.

Heneo, sinee all the requirements of Theorem 2, are met, [{2.5) holds

P, no=ik, b1, ... o (3.5)

iff Py = P.Z: gn-k for gome § == 0, and & =k k-1, ... Pe., iff (3.5) is valid.

Noate : It is intoresting tomnote here that if {P,} is negative binomial and
P(F = r|X = n) Is of the form acb, /o, then the negative hypergeometrie
is not the only distribution of the form (2.1) that ¥| X should follow in order
that the R-R condition (2.2) holds,

This i eo, becsnse there exist two independent non-negative random
variables which are not negative binomial, but their sum is negative binomial.
However it is interesting to ohserve that if we slso require (b} to be the sfold
convolution of [}, then we get & characterization for the negative hyper-
geometrio distribution,

4 CHARAOTERIZATIONS OF THE OONVOLUTION OF DISTRIBUTIONS
WITH ONE OF THE MEMEERS A8 TRUNOATED
Corollary 4.1 (Charaeterization of the eonvolation of & Poisson (u), with
& trunosted poisson (A) Distribution) : Coneider fhe rovl's X ond T ae in
Theorem 2. Suppose that the conditional distrilalion of Y| X s binomicl
trivncaled af k—1, ie,

(¢) P~ r= b kil ,n
PE}" = flx L — I'b} — T___ "= kr b—'—!, ana ama :'L.l}
5 ?]Pign-i D=p=lg=1—p

-

Then, the modified R-R condition (2.5) holds iff

L]
L M {:Jl".ﬂ"" for some A, p =0 -
PlX =n)= %ﬁ-— n =k k+1, ... e (4.2)
nl El ﬁ e
i.e., convolution of a Poisson () with a Poisson () troncated at E—1,
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- Proof: - Consider the following sequences,
At/n !

©
2 Aifi !

n =kt

Lo n=0,1,..k=1
B S R o

The convolution of (4.3) and (4.4) for n > k is given by Lot

n i ‘(1:)””“_’ DU L -
‘r=k el DALY , :
s e

It is clear now that the R.LS. of (4‘.1) can be vgriﬁten_ags;d; b,,,_,/a,. with, q,;
by, Ca given.by (4.3), (4.4), (4.5) respectively. and with p = ,T%ﬁ yg=1—p.
Since an, by satisfy ll the conditions of Theorem 2 we have that the R-B
condition' (2.5) holds iff P, satisfies (2.6) for ¢s given by (4.5). ‘This -impliés
that (2.5) holds iffi: R 15 FEPE R AL

31 (?,) Attt n ! .
P = Pyt o gnk g =k, k1, ..; for:some § > 0.

o (ﬁ)&&/k b e s

Noting that 5 P, — 1 we have
PRSI o TR o
_
= (Ag)r !
RO - N} . S -
| Pt = T .
So, (2.5) helds iff

o0 %f'(’f,)i;\e)'(ﬂo)"-" o
P, = — “'-k‘ — A,ﬂ,0>0
R NP ) B

" gk

£

i.e. iff {P,} is the probability distribution of the convolution of a Poisson r.v.
with 8 k1 truncated Pofsson rv: - T e :
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Note: The form of the eonvoluted Poisson distribution examined in
Corollary 4.1 is a special case of convoluted Poisson dlstnbutlons studled by
Samaniego (1976). : L

Corollary 4.2 (Characterization of the convolution .of a negetwe binomial
with a truncated negative binomial dlstrﬂoutlon) Let again, X, Y be as in
Theorem 2. Suppose that the distribution of Y|X s negative hypergeomemc

truncated at k—1, i.e., S e
P(Y=r|X =n)=(“;m) (;:17) ‘-]o k—H L (48)
S Yoo TR o

In that case, the modified R-R condltlon (2 5) holds iff {P,,} is the convolutlon
of a nega.tlve binomial (p, p) and a negamve bmomlad (m, p) truncated at the

point-k—1, i.e,, iff - T T~ N s

%o/ —m
P,= E( ] ‘)(wm n=h kL, (4)

» n . 5 ( )( q “‘:{;:zfz

r=k

‘ Proof Deﬁne the sequences

r (”’“r"“ )q,. s -

: (m—H 1)q w=k k+l S (48
fe=k 14
a, =
0 n =20, i, ,k—l ;
p+n—1 o
= =0,1, ... vee (4
b, ( n ) m n (4.9)

Then, the convolution of {a,} and {b,} is given by
s (m+r—1\ ptn—r—1y
() )¢

(e

Clrea,rly,‘ (since (m+n—1 ) = (——;n )(_1)n)

n

Y P [
= E0MGE)

n=rkk+1,... .. (4.10)

Cp =

r=k k+1, ... e (411)
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Consequently, the sequences {a,}, {b,} as defined in (4.8), (4.9) can be used to
express (4.6) in the form required by Theorem 2. Hence the result, fellows
readily from Theorem 2.

Note: Itis clear that for k=0 Corollanes 4.1 and 4. 2 reduce to Corolla-
ries 3.1 and 3.2, respectwely
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