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Abstract

This paper proposes to examine the clustering volatility of India’s Wholesale Price Index throughout the period 1960 to 2014 by applying the ARCH (1) and GARCH (1) model. The pre-conditional requirement for the computation of ARCH (1, 1) required us to perform several other tests i.e. Dickey Fuller, Ordinary Least Squared Regression and post OLS tests for investigating the ARCH effect in the first difference of WPI. The statistical analysis reveals a p-value of 0.569 for the GARCH mean model which is not significant at $\partial 0.05$ to explain that the previous period’s volatility can influence the WPI. The coefficient of WPI at first difference exhibits a value of less than 1 which is nice in magnitude with a p-value of 0.005 for ARCH at $\partial 0.05$ which is significant to explain the volatility of the WPI. The diagnostic test of autocorrelation in the residuals reveals that the residuals are white noise by exhibiting a corresponding probability value of 0.3757. Since, the overarching objective of this paper is to examine the clustering volatility of the aforementioned variable with regards to the internal shocks, there might have been other factors of external shocks on WPI that have deliberately been overlooked in this paper.
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1. Introduction

Wholesale Price Index (WPI) as a macroeconomic variable has always been the central theme of many research papers studying to investigate the reason of movement in the values overtime, given rise to critics in which clustering volatility is a significant economic phenomenon to be debated. The economic variables exhibited significant fluctuations in the last few decades and it is only recently that the researcher became interested in the economic consequences of their volatility for developing countries (Plosser, 2009). Gaunersdorfer & Hommes (2007) state that changes in price appear to be unpredictable, whereas the magnitude of such changes measured by the absolute or squared variables, appear to be predictable in the sense that the high volatility tends to follow the high volatility of either signs and low volatility tends to follow the low volatility in a time series process. Mandelbort (1967) was the first researcher who observed this economic phenomenon in the price of commodity and later pioneered by Engle (1982) and Bollerslev (1986). The most common econometrics models that have so far been applied to examine the clustering volatility or stylized facts of the macroeconomic variables are the ARCH (Autoregressive Conditional Heteroskedasticity) and GARCH (Generalized Autoregressive Conditional Heteroskedasticity) by a vast number of researchers (Bera et al., 1992; Chung & Wu, 2005; Bonomo & Martins, 2003; Daal et al., 2007; Cont, 2007; Gonzalez & Gimeno, 2012; Chit et al., 2010). It is assumed that the computation of ARCH and GARCH model is only a decade ago, but its initiation goes far as back as to Bachelier (1900) who had initially observed and tested for the price speculation. WPI is one of the most changing and volatile variable and is widely used in the Indian cases to measure the economic performance of the country overtime as it has a large coverage of commodities and its computation is as important as the other economic variables (Bhaskara & Singh, 2006). The extensive literature on economic and financial time series analysis suggest that such volatile and gradually changing variables computation is based on ARCH and GARCH models (Guo, 2006; Nelson, 1991; Zakoian, 1994; Higgins et al., 1992; Ding et al., 1993; Engle, 1982). This paper will test the clustering volatility of the wholesale price index of India by applying ARCH (1, 1) model that a concise discussion of which follows this para.
1.1 ARCH (1, 1) and Clustering Volatility

According to Miles (2008) ARCH is an effective econometric testing model which is applied on those specific variables that exhibit ARCH effect. Given rise to most of the economic variables with due to their fluctuations overtime, both ARCH effect and clustering volatility can be observed that tends to move overtime. Chang & McAleer (2015) argue that using volatility measures based on the assumption of constant volatility over period of time when the resulting series moves through time is statistically and logically victimized by autocorrelation. Tickling the serial correlation associated with the ARCH model requires diagnostic tests to ensure that the model is nicely fitted and the anticipated research finding is of value to a maximum extent (see, section 2.2.4) which all such issues are taken into account in this paper. The remainder of this paper is organized as follow: Section 2, illustrates the data and testing procedures plus the pre-conditional requirements for the application of ARCH and GARCH model, Section 3, presents the data analysis and research findings, Section 4, concludes the paper and is followed by acknowledgement of the author and the list of references.

2. Data and Method

2.1 Basic Data

The data used in this study is retrieved from WDI (World Development Indicator) on Wholesale Price Index of India. The observation is for the period 1960 to 2014 and is arranged on annual basis. The initial research plan on data collection was the monthly observation, but the concerned source of data used herein, does not provide monthly data on Indian WPI (see, Table 1 for descriptive statistics).

2.2 The Model

Following the model of ARCH (1) and GARCH (1) developed by Engle (1982) and pioneered by Bollerslev (1986) the data collected for this study is tested against the clustering volatility of the previous periods volatility on the Wholesale Price Index of India. In our approach to use the ARCH and GARCH model, there are two fundamental conditions to fulfill e.g., 1) the existence of Clustering Volatility in the residuals that tends to determine the period of high volatility being followed by high volatility and that the period of low volatility is being followed respectively and 2) there is an ARCH effect in the residuals. Therefore, to ensure that our data fulfills the requirements, we apply the following sequential econometric test models to obtain an accurate result:

2.2.1 Dickey Fuller Test

As an initial point to start, a Dickey Fuller test is applied to check the stationarity for the series of the model that includes 1 to k lags at first difference with at 5% critical value (Dickey & Fuller, 1979). The equation used to fit the model is:

\[
\Delta y_t = \alpha + \beta y_{t-1} + \delta t + \zeta_1 \Delta y_{t-1} + \zeta_2 \Delta y_{t-2} + \ldots + \zeta k \Delta y_{t-k} + \epsilon_t
\]  

(1)

Here we test the null hypothesis of D.WPI being non-stationary and has unit root against the alternative being stationary with no unit root at 5% critical value. Since, the first attempt to test the null is with drift, there are two other alternative tests that we perform to check the stationarity of the data at its first difference:

- DF with time trend and;
- Stationarity with non-zero but with no linear time trend.

The rejection of null under DF test will allow us to go further and apply our next test model. The approach to conclude the test is designed on DF with drift at 5% critical value (see, Table 1).

2.2.2 OLS Regression Test

To compute the ARCH/GARCH mean model (1, 1), we regress the OLS (Ordinary Least Square) with constant-only to facilitate the determination of ARCH effect in the residuals and to test the null being no ARCH effect vs. there is ARCH effect in the residuals (see, Table 2).

2.2.3 Lagrange Multiplier test for ARCH effects

For testing the null, we borrow from the work of Engle (1982) to test for ARCH (p) effects that can fit on Ordinary Least Square (simply OLS) regression of \( \hat{u}_t^2 \) on \( \hat{u}_{t-1}^2, \ldots, \hat{u}_{t-p}^2 \):

\[
\hat{u}_t^2 = \gamma_0 + \gamma_1 \hat{u}_{t-1}^2 + \ldots + \gamma_p \hat{u}_{t-p}^2 + \epsilon
\]  

(2)
Where the $t$ statistics is $nR^2$ and is asymptotically distributed $X^2(p)$ (Baum, 2001). Before computing the LM test for ARCH effects, we test the residuals collected from the OLS regression (refers to as “D.Ln_WPI”) to see the periods of tranquility and periods of high volatility in the residuals (see, Figure 1 D.Ln_WPI). This ensures that the model is a good candidate for ARCH / GARCH computation.

2.2.4 ARCH/ GARCH Mean Model

The ARCH (Autoregressive Conditional Heteroskedasticity) and GARCH (Generalized Autoregressive Conditional Heteroskedasticity) models have been primarily developed to deal with issues of clustering volatility in the financial time series (Nelson, 1991). We use the models for examining whether the previous periods of volatility affect the Indian Wholesale Price Index for the purpose of which, we perform all pre-conditional requirement discussed in sections 2.2.1, 2.2.2 and 2.2.3. The prime ARCH model which has been designed and introduced by Engle (1982) was modeled that the variance of the regression disturbance is a linear function of the lagged values of the squared regression disturbance (Glosten et al., 1993). For the mean model of ARCH (m), we can fit the following equation:

Conditional Mean

$$y_t = X_t \beta + \epsilon_t$$  (3)

Conditional Variance

$$\sigma_t^2 = \gamma_0 + \gamma_1 \epsilon_{t-1}^2 + \gamma_2 \epsilon_{t-2}^2 + \ldots + \gamma_m \epsilon_{t-m}^2$$ (4)

The $\epsilon_t^2$ is the squared residual and the $\gamma_i$ represents the ARCH parameter. ARCH model accounts both for mean and conditional variance. The variance itself is a function of the size for the prior unexpected innovations. The GARCH $(m, k)$ model which was developed by Bollerslev (1986) and is applied in this paper can be expressed as of the following equation:

$$y_t = X_t \beta + \epsilon_t$$  (3)

$$\sigma_t^2 = \gamma_0 + \gamma_1 \epsilon_{t-1}^2 + \gamma_2 \epsilon_{t-2}^2 + \ldots + \gamma_m \epsilon_{t-m}^2 + \delta_1 \sigma_{t-1}^2 + \delta_2 \sigma_{t-2}^2 + \ldots + \delta_k \sigma_{t-k}^2$$  (4)

In the GARCH model equation above, $\gamma_i$ are the ARCH parameters and $\delta_i$ are accounting for GARCH parameters. The serial correlation associated with the model is tested by Bartlett White Noise method for the randomness and normality of the residuals. The null is that serial correlation is white noise and not randomly distributed against the alternative being the serial correlation is not white noise and is not randomly distributed (see, Table 7 and Figure 3).

3. Data Analysis

STATA 14 statistical software is used to analysis the data and to apply the sated models for testing the clustering volatility of the variables throughout the period 1960 to 2014. In this section, we shall present all the statistical analysis and findings of the research in a sequential order and as discussed in section 2.2.

Table 1. Descriptive statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>WPI</td>
<td>55</td>
<td>37.72777</td>
<td>35.96942</td>
<td>3.09674</td>
<td>129.9643</td>
</tr>
<tr>
<td>Ln_WPI</td>
<td>55</td>
<td>3.072632</td>
<td>1.158971</td>
<td>1.13035</td>
<td>4.86726</td>
</tr>
</tbody>
</table>

Observation represents the time period from 1960 to 2014 annualized data on Wholesale Price Index of India. Ln_WPI is the log differences of the Wholesale Price Index calculated by use of excel function for the concerned period of time under study.
The line-plot for original variable (WPI) shows a moving trend by an upward slop which means that the variable is non-stationary. Since the application of ARCH (autoregressive conditional heteroskedasticity) and GARCH (generalized autoregressive conditional heteroskedasticity) model in determining the volatility of the residuals in the stated variable requires stationarity (low periods of volatility following the low periods of volatility and higher volatility tends to follow the higher volatility for prolong period) to reflect the clustering volatility, the WPI is plotted at its first difference which is exactly the same as we plot it on its residual which shows the D.WPI tends to follow a clustering volatility.

Table 2. Dickey fuller test

<table>
<thead>
<tr>
<th>Test</th>
<th>1% Critical Value</th>
<th>5% Critical Value</th>
<th>10% Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z(t)</td>
<td>11.756</td>
<td>-2.400</td>
<td>-1.675</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1.298</td>
</tr>
<tr>
<td>p-value for Z(t) = 1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| D.WPI Coef. | Std. Err. | T | P>|t| | [95% Conf. Interval] |
|--------------|-----------|---|-------|---------------------|
| L1.          | .0584619  | .0049731 | 11.76 | 0.000 | 4.84826 | .0684411 |
| _cons        | .2436217  | .2451871 | 0.99  | 0.325 | .2483822 | .7356256 |

The Dickey Fuller test result shows that the value of t statistics (the absolute value) is more than the critical value at 0.05 (5%) (We ignore the negative sign of the critical value here) which means that we can reject the null hypothesis in the favor of the alternative hypothesis. Hence, the variable is stationary at first difference (Note 1) and this is what we require to facilitate the application of ARCH / GARCH (1, 1) model. The autocorrelation associated with this model is also tested that the result of which, documents that the autocorrelation is white noise with a p-value > 0.05 (say, 0.3757, see, Figure 3) and randomly distributed which is desirable for our statistical analysis. To begin with, we regress the WPI (the variable) at first difference and continue our analysis (see, Table 3).

Table 3. Linear regression at first difference of WPI

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>Df</th>
<th>MS</th>
<th>Number of obs</th>
<th>54</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>0</td>
<td>0</td>
<td>.</td>
<td>F(0, 53)</td>
<td>0.00</td>
</tr>
<tr>
<td>Residual</td>
<td>287.875097</td>
<td>53</td>
<td>5.4316056</td>
<td>Prob &gt; F</td>
<td>.00000</td>
</tr>
<tr>
<td>Total</td>
<td>287.875097</td>
<td>53</td>
<td>5.4316056</td>
<td>Adj R-squared</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Root MSE</td>
<td>2.3306</td>
</tr>
<tr>
<td>D.WPI  Coef.</td>
<td>Std. Err.</td>
<td>t</td>
<td>P&gt;</td>
<td>t</td>
<td></td>
</tr>
<tr>
<td>_cons</td>
<td>2.349399</td>
<td>.3171518</td>
<td>7.41</td>
<td>0.000</td>
<td>1.713273</td>
</tr>
</tbody>
</table>
The clustering volatility of the D.WPI (WPI in first difference) is documented by plotting it (see, Figure 1 India Wholesale Price Index at first difference) and the white noise distribution of residuals (see, Figure 3 p-value 0.3757 > 0.0500) in the regression and the ADF test also proves to be desirable in our study on the basis of which, we continue to test the existence of ARCH effect or the clustering volatility of the mean model (1, 1) by testing the following hypothesis:

**H₀:** Mean Model has no ARCH effect

**H₁:** Mean Model has ARCH effect

### Table 4. LM test for autoregressive conditional heteroskedasticity (ARCH)

<table>
<thead>
<tr>
<th>lags(p)</th>
<th>chi2</th>
<th>Df</th>
<th>Prob &gt; chi2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>52.724</td>
<td>1</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

The LM test for autoregressive conditional heteroskedasticity presents a p-value of 0.0000 which is < 0.05 (we normally test at α .05/95% confidence level) and therefore, the null hypothesis can be rejected against the alternative and we know that the mean model (1, 1) has an ARCH effect. In other words, on the basis of the p-value being less than 0.05, the mean model (1, 1) has clustering volatility (see, Engle, 1982).

### Table 5. ARCH family regression

|                | Coef.   | OPG  | Std. Err. | Z     | P>|z|  | [95% Conf. Interval] |
|----------------|---------|------|-----------|-------|------|---------------------|
| Ln_WPI         | .0555279| .0037517 | 14.80    | 0.000 | .0481746 | .0628812           |
| _cons          | 101.388 | OPG  | 1         |       |       |                     |
| D.Ln_WPI       | ARCH    | L1.  | .1204121  | .425251 | 2.83 | 0.005  | .3706443 | 2.037598  |
| L1. Arch       | GARCH   | L1.  | .0741623  | .1302192 | 0.57 | 0.569  | -.1810626 | .3293873  |
| _cons          | .0002523| .000217 | 1.16     | 0.245 | -.0001731 | .0006777    |

Table 5 shows the estimation of ARCH (1) parameter with a value of 1.204 and consequently the GARCH (1) parameter reflects a value of 0.741, that our fitted GARCH (1, 1) model can be expressed as follow:

\[
y_t = 0.555 + \epsilon_t \\
\sigma_t^2 = 1.204 \epsilon_{t-1}^2 + 0.741 \sigma_{t-1}^2 \\
y_t = \text{Ln} (WPI_t) - \text{Ln} (WPI_{t-1})
\]

The corresponding probability value of z statistics for ARCH is 0.005 which is < 0.05 meaning that the ARCH p-value is significant to explain the volatility of WPI. On the other hand, the corresponding value of the z statistics for GARCH is 0.569 being > 0.05 which means that this value for GARCH is not significant to explain the volatility of the WPI. Hence, the previous years’ volatility of the Indian Wholesale Price Index (simply, WPI) cannot influence the WPI. Keeping the account for the serial correlation, we further test the following hypothesis:

**H₀:** There is no serial correlation

**H₁:** There is serial correlation in this model.

Since, the ARCH / GARCH (1, 1) model is computed on Gaussian based approach, we create another residual (say, GR) to execute the autocorrelation and partial correlation functions on 10 lags as below:
Table 6. AC and PAC

<table>
<thead>
<tr>
<th>LAG</th>
<th>AC</th>
<th>PAC</th>
<th>Q</th>
<th>Prob&gt;Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2582</td>
<td>0.2602</td>
<td>3.8039</td>
<td>0.0511</td>
</tr>
<tr>
<td>2</td>
<td>-0.1821</td>
<td>-0.2670</td>
<td>5.7327</td>
<td>0.0569</td>
</tr>
<tr>
<td>3</td>
<td>-0.1244</td>
<td>0.0036</td>
<td>6.6504</td>
<td>0.0839</td>
</tr>
<tr>
<td>4</td>
<td>-0.3027</td>
<td>-0.3718</td>
<td>12.194</td>
<td>0.0160</td>
</tr>
<tr>
<td>5</td>
<td>-0.2401</td>
<td>-0.0880</td>
<td>15.751</td>
<td>0.0076</td>
</tr>
<tr>
<td>6</td>
<td>0.1383</td>
<td>0.0977</td>
<td>16.955</td>
<td>0.0094</td>
</tr>
<tr>
<td>7</td>
<td>0.4360</td>
<td>0.3673</td>
<td>29.184</td>
<td>0.0001</td>
</tr>
<tr>
<td>8</td>
<td>0.1138</td>
<td>-0.1748</td>
<td>30.036</td>
<td>0.0002</td>
</tr>
<tr>
<td>9</td>
<td>-0.0582</td>
<td>0.0446</td>
<td>30.264</td>
<td>0.0004</td>
</tr>
<tr>
<td>10</td>
<td>0.0126</td>
<td>0.0534</td>
<td>30.274</td>
<td>0.0008</td>
</tr>
</tbody>
</table>

The table above in AC and PAC (see, Figure 2 for the AC and PAC graphs as well) shows very smaller values both with positive and negative signs that are closer to zero that represent stationarity of the variable GR.

On the other hand, the corresponding probability value of the Q statistics is higher in some lags and lesser than 5% in the following lags which almost shows a serial correlation in the residuals. Hence, we have to develop and test the following hypothesis for its normal and random distribution:

$H_0$: The residuals are random and normally distributed

$H_A$: The residuals are not random and not normally distributed

Table 7. Cumulative periodogram white-noise test

<table>
<thead>
<tr>
<th>Bartlett’s (B) Statistics</th>
<th>= 0.9125</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prob &gt; B</td>
<td>= 0.3757</td>
</tr>
</tbody>
</table>

For testing the above hypothesis and to check for randomness of the residual (GR) distribution, the white noise test developed by Bartlett (1995) is used and is shown in Table 7. The corresponding probability value of 0.3757 in the test is > 0.05 on the basis of which, we cannot reject the null hypothesis, rather we accept it and further submit that the residual distribution is white noise and within the band (see also, Figure 3).
The values represented by blue squares are seen to be always within the confidence bands directed by the limlines in the graph. The corresponding p-value of the Bartlett test is 0.3757 which is > 0.05, meaning that the residuals are normally distributed and are white noise. In other word, we can conclude that the variable in process is not different from white noise and never crossed the bands.

4. Conclusion

For investigating the clustering volatility of the Indian Wholesale Price Index (WPI), ARCH and GARCH mean model is applied. The data for a wide range of time series over 55 years on WPI has been carefully tested that the result of which reveals that the GARCH L1 corresponding probability value of 0.569 being > 5% is not significant to explain WPI and therefore, we can conclude that the volatility of the previous periods of the WPI is not significant to influence the WPI. In addition to this, the ARCH L1 corresponding probability value of 0.005 being < 5% is significant to explain volatility of the WPI under the Gaussian model. Since, the model has almost suffered from autocorrelation but the residuals under the Gaussian model are white noise by 0.3757 which shows that the residuals are random and normally distributed.
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Note
Note 1. The DF test was also applied with trend and \( p_{\text{max}} \) an experiment suggested by Schwart (1989) to ensure the ultimate result on which we can base our analytical opinion that is not either biased or is suffered by lag length \( p \), both ways resulted in rejecting the null hypothesis and accept the alternative.
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