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This paper analyses the special features that characterise the spatial structure of Central and Eastern Europe, a region still in the phase of transformation. This topic has already been discussed by numerous authors (Gorzelak 1997, Rechnitzer et al. 2008); the corresponding studies have identified both greater and lesser developed areas, as well as other intermediate areas, leading to various 'geodesigns', figures, and models. First, a brief description of the main studies of spatial structure affecting the macroregion is given; then our definition of the spatial structure of Central and Eastern Europe is outlined. This is not only based on the main traditional development indicators (e.g. GDP per capita, unemployment rate, and business density), but also considers the spatial structure layers (economy, society, concentration, settlement pattern, network, and innovation).

Introduction – Spatial structure in Central and Eastern Europe

Many spatial structure figures and models have already been developed to describe the macroregion of Central and Eastern Europe, mostly on the basis and under the influence of Western European territorial concepts (Brunet 1989, EC 1999, Hall 1992). In terms of socio-economic development, the most successful and well-known core area is named as ‘Eastern European’ or the ‘red banana’ (or ‘boomerang’) (Cséfalvay 1999, Gorzelak 1997, 2001, 2006, Rechnitzer et al. 2008). According to the authors, the near-uninterrupted zone of development is formed by city regions, including, in particular, Budapest, Vienna, Bratislava, Brno, Prague, Poznan, Wroclaw, and Gdansk. The banana model also demonstrates the future development zones: one includes Berlin and Leipzig with the Warsaw axis, while the other comprises the Adriatic region (Slovenia and Croatia) and the southern and eastern provinces of Austria. In addition, there are temporary regions (e.g. industrial districts and tourism zones) and peripheral...
The success of the banana model is clearly demonstrated by the appearance of its revised version, i.e. the ‘new banana’ (SIC! 2006). The main feature of the region is Pan-European Corridor IV: this is the axis along which we find the countries and regions under review, which has the ‘potential for the second economic core area within the EU’. Compared to the concept developed by Gorzelak, the new banana takes a 180-degree ‘turn’ towards the west with the addition of Slovenia and the regions of (the former) East Germany. Although the development direction heads towards Warsaw, its starting point is not Berlin but the Brno-Warsaw transport axis which also crosses Silesia. The Western European polygon concepts (Hall 1997, ESDP 1999) have also left their mark in the region in the form of a pentagon. The main cornerstones, or gravitation zones, of the Central European pentagon are Berlin, Prague, Vienna, Budapest, and Warsaw; in fact, a similar concentration is seen in the region surrounded by these cities, as in the case of the ‘big brother’ (Egri–Litauszky 2012). The polycentric spatial concept (‘bunch of grapes’, Kunzmann–Wegener 1991) arrived in the form of MEGA² regions where the actual ‘grapes’ (capital cities and large cities) fall into potential and weak categories³ only.

When examining the spatial structure of the region in comparison to Western European regions, we should not ignore the fact that Central and Eastern Europe can be considered only as a periphery since the economic field of force is almost entirely dominated by wider European impacts (Nemes-Nagy–Tagai 2009, Kincses–Nagy–Tóth 2013). Although it appears in many figures of the European spatial structure – mostly as a target direction, or part of a corridor, or as an attachment to more developed regions⁴ – the region cannot be verified as having a major independent spatial structure form, at least according to our sources that also feature methodological components (Kincses–Nagy–Tóth 2013a, 2013b).

### Spatial structure analyses

In his in-depth study providing a systematic approach to spatial structure figures, Szabó (2009) describes the main directions in the research and processing work of this topic. Spatial structure research can be categorised according to geographical and regionalist aspects. According to advocates of the former approach, the elements of geographical environment (region types) and the networks (e.g. settlements and infrastructure) qualify as spatial structure units used for the representation of socio-

---

¹ The main spatial structure models can be seen in the Annex.
² Metropolitan Growth Areas.
³ See EC 2007 for details.
⁴ As in the case of, e.g., the ‘Red Octopus’ (Van Der Meer 1998), the ‘Blue Star’ (Dommergues 1992) or global and European integration zones (ESPON 2007a).
economic weights. Conversely, the regionalists study territorial inequalities and describe spatial structure in terms of qualitative and quantitative differences. According to Szabó, it is also permissible to combine the two approaches. Representing one of the trends of spatial structure research approaches, Rechnitzer (2013) also discusses – commencing with the main indicators (e.g. GDP per capita) – the identification of territorial inequalities and the delineation of development types; and then are subsequently refined in view of further information. The other trend is a combined (multivariate and/or simulation) assessment method based on the various layers (economy, society, settlement network, geographic, environmental, etc.) of the territorial units.

Turning to our objectives, this paper essentially follows the regionalist approach, but we wish to interpret and describe the spatial structure layers and then to create a compound spatial image for Central and Eastern Europe. In our opinion, this topic has not been considered to date using this type of mathematical-statistical approach. It should be noted that our study is not intended to serve developmental purposes. Instead, it is targeted towards initial exploration.

**Issues of research methodology**

Our spatial structure analysis was carried out in six steps. Accordingly, the study describes our research logics, main considerations, and work methodology (e.g. territorial level and database).

1. Our first step was to perform the *operationalisation of spatial structure layers* (i.e. the studied phenomena)\(^5\) and to explore the phenomena attached to the individual layers. We defined the layers in view of the challenges and transformation phenomena at global and European levels and near-consistently with the major studies concerning spatial structure (Gorzelak 1997, Leibenath et al. 2007, SIC! 2007, Rechnitzer–Smahó 2011, TA 2011, ESPON 2014, Simai 2014, Szabó–Farkas 2014, etc.).
   - The layers of economy and society remain displayed as central categories. The former layer is studied in terms of its static, dynamic, and structural features. The latter layer has been redefined: the phenomena of demographic transition (EC 2014, ESPON 2014, Simai 2014) and territorial social cohesion (EC 2008, ESPON 2014) have become the subjects of the society layer.
   - As the process of globalisation has reinforced the economic role of territorial concentrations (EC 1999, Lengyel 2003, TA 2011, Lux 2012),

---

\(^5\) The layer structure is mentioned by Rechnitzer–Smahó (2011), but there are no detailed guidelines in literature sources for the complex mathematical/statistical approach to this issue. In our opinion, the notion of layers is best approached through the theory regional capital and competitiveness (Stimson et al. 2011, Lengyel 2012).
concentration is defined as a separate layer centred on the density of population, labour force, and economic output.

- The layer of settlement pattern has been included in the study to highlight the growing level of urbanisation (TA 2011, ESPON 2014). Although the layer of concentration presumably supplies some information on the development poles, we need to also gain insight into their expansion and agglomeration. This layer is examined in terms of the use of space (ESPON 2006).
- The network layer is accepted as described by Rechnitzer–Smahó (2011) and examined for the aspects of infrastructure and settlement.
- The importance of knowledge – as the ‘only meaningful resource’ (Drucker quotes Smahó 2011) – influenced us to introduce the innovation layer, which plays an increasingly important role in regional growth, development, and competitiveness (Smahó 2011, OECD 2013).
- Due to the socio-economic nature of our analysis, we decided not to include the geographic, environmental and institutional layers (e.g. public policies and regulatory system) mentioned by Rechnitzer–Smahó (2011) (see Figure 1).

2. We loaded the spatial structure layers with a sufficient volume of relevant data. We determined the relevance and suitability of the data based on numerous literature sources and research reports dealing with this topic; we then created a database.

3. We used R type factor analysis to identify correlations of the loaded information by layer (Sajtos–Mitev 2007). In particular, we used main component analysis and attempted to create an independent principle component (of adequate statistical parameters) for each layer. This method provides an opportunity for weighting and differentiating the importance of variables (Kovács–Lukovics 2011).

4. Mapping the main correlations of the spatial structure layers. For technical and statistical reasons, it is desirable to examine the relationship between layers. Accordingly, we have performed correlation analysis (Pearson–Spearman) and Kaiser–Meyer–Olkin (KMO) measure of sampling adequacy index calculation, as well as bivariate global and local autocorrelation analyses. The correlation and spatial autocorrelation analyses identify any coherence/incoherence between layers and indicate how and where the layers strengthen or weaken each other. The results of the KMO index calculation demonstrate the aggregate redundancy of the spatial structure layers.

---

6 Knowledge is approached along the lines of knowledge economy, the centre of which is knowledge creation, and this is what innovation means in our opinion.

7 The communalities must be above 0.25, the eigenvalues must exceed one, the proportion of retained variance must be higher than 60 percent, and the KMO value of the indicator structure must be at least in the acceptable category. (See Sajtos–Mitev 2007 for details.)

8 It belongs to the tool set of explanatory spatial data analysis (Anselin 2005, Tóth 2013).
5. Through assignment into homogeneous groups and mapping, it is possible to identify subregions with similar characteristics and to subject them to spatial analysis. In view of its numerous advantages (applicability, interpretation, etc.), two-step cluster analysis was used. The resulting clusters were mapped. The homogeneous groups were interpreted according to three types: cities/urban areas, agglomerations, and rural/peripheral areas.

6. As the subregions involved in the analysis had been created in different manners (size and population), we applied amendments and corrections. This was done by mapping the settlement network features and thus supplementing the network layer.

Figure 1
Spatial structure layers for Rechnitzer–Smahó (2011) and the new model

<table>
<thead>
<tr>
<th>Society layer</th>
<th>Innovation layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Institutional layer</td>
<td>Network layer (infrastructure)</td>
</tr>
<tr>
<td>Network layer (infrastructure)</td>
<td>Network layer (settlement)</td>
</tr>
<tr>
<td>Network layer (settlement)</td>
<td>Settlement pattern layer</td>
</tr>
<tr>
<td>Economic layer</td>
<td>Concentration layer</td>
</tr>
<tr>
<td>Environmental layer</td>
<td>Society layer</td>
</tr>
<tr>
<td>Geographic layer</td>
<td>Economic layer</td>
</tr>
</tbody>
</table>

SPSS for Windows 20.0, GeoDa 16.6, and ArcGIS 10.2 software products were used for the implementation of our research tasks.

Territorial delimitation

At macro-level, the following countries provide the spatial framework for our study: the Visegrád Four, Slovenia, Romania, Bulgaria, (the former) East Germany, and Austria. We considered it important to also involve the former East German region for two reasons: first, the spatial structure figures of Central and Eastern Europe include the region (even if not as an integral part); second, it is still considered a region in transition (Paqué 2009, Horváth 2013). Absent sufficient data, we had to ignore Croatia and other countries of the Balkans. NUTS3 subregions were selected to act as a spatial framework at meso-level. The advantages of using this level include the possibility of more detailed 'construction', great similarity to the actual spatial structure, little (or at least lower) loss of aggregation information, and a high number
of components; furthermore it can be viewed as the level of regional decentralisation in most of the countries involved (Tóth 2003). The numerous disadvantages include the limited database (although there are promising initiatives, e.g. ESPON 2005, 2012a, 2012b), GDP reliability concerns (Dusek–Kiss 2008), and high levels of deviation for the populations. The issue of modifiable territorial units represents a natural disadvantage, while the area delimitation (Dusek 2004) produces strong implications for the study. Within the area under review, for example, (the former) East Germany has 26 cities qualifying as NUTS3 units, while the Czech Republic and Hungary have only one such city each.

Database

At the time of creating our database, efforts were made to load each layer with relevant data of adequate quantity and quality. As a first step, we reviewed the literature sources and research reports dealing with this topic and region (ESPON 2006, Dijkstra 2009, ESPON 2007a, 2007b, 2010, EC 2010, Dijkstra–Poelman 2011, ESPON 2012a, 2012b, 2014). The reports are coupled with online databases; the European Observation Network for Territorial Development and Cohesion (ESPON) and the sources of Eurostat offered a solid basis for loading each layer with data. We have downloaded or created a total of 47 specific indicators. The observation period included the final years of the first decade of the 2000s (2006–2010). Unfortunately, some indicators (e.g. accessibility and use of space) were available only for a single year, and certain regions of the NUTS system underwent border changes, which prevented us from making any assessments post-2010. The selection of variables for the spatial structure layers was carried out through main component analysis, the results of which are shown in Table 1 below. The principal components are figured on boxplot maps (Figure 1).

Results

Economic layer. The sole main component indicates clear correlations. Higher economic output (gross domestic product, GDP) is positively correlated with services, business, industrial output, and tourism capacities, while agricultural employment and economic growth are negatively correlated with the former indicators. The contradiction in the polarity of the correlations between the static and dynamic variables of the economy shows the process of convergence in the region. The boxplot map indicates marked and general territorial differences, but there is no outstanding value in the component value of the economy layer. There is a clear east-west split between the continuous regions of high and low development levels.

9 The relative deviation of population is 90% in the region under review.
Almost the entire area of Austria is shown in the (most developed) upper quartile, accompanied by each of the East German cities and their agglomerations. Warsaw, Prague, Budapest, and Ljubljana are also in this group. The economically peripheral areas cover almost the entire area of Romania and Bulgaria, and only a few regions with one or two cities and tourism districts (e.g. Timisoara, Cluj Napoca, Varna, and Constanta, as well as Bucharest and Sofia with their agglomerations) are excluded from this region type. Moreover, the (less developed) lower quartile covers most of Poland; excluded are the former Prussian regions, the Silesian core area, and the cities with their hinterlands. Within the new EU member states, only the surroundings of Prague (a former Bohemian area) and Ljubljana display the typical concentration of subregions representing the (above average) third quartile, while in other countries the same is shown only by single cities. None of this type can be found in Hungary, which is a sign of excessive concentration.

Table 1

<table>
<thead>
<tr>
<th>Layers</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Economy</strong> (KMO: 647; total var: 65.70%; eigenvalue: 5.25)</td>
<td></td>
</tr>
<tr>
<td>Gross domestic product per capita (PPS), 2009</td>
<td>.915</td>
</tr>
<tr>
<td>Gross value added per capita (euro), 2009</td>
<td>.947</td>
</tr>
<tr>
<td>annual work unit in agriculture, 2008</td>
<td>-.809</td>
</tr>
<tr>
<td>industry gross value added per capita (euro), 2009</td>
<td>.725</td>
</tr>
<tr>
<td>service sector employment share, 2008</td>
<td>.864</td>
</tr>
<tr>
<td>financial services and real estate market employment share, 2008</td>
<td>.850</td>
</tr>
<tr>
<td>commercial accommodation/1000 persons, 2008</td>
<td>.601</td>
</tr>
<tr>
<td>cumulated economic growth (%), 2006-2010</td>
<td>-.716</td>
</tr>
<tr>
<td><strong>Society</strong> (KMO: 693; total var: 59.35%; eigenvalue: 2.97)</td>
<td></td>
</tr>
<tr>
<td>population, 2010 (logarithmic)</td>
<td>.748</td>
</tr>
<tr>
<td>population change (%), 2006–2010</td>
<td>.827</td>
</tr>
<tr>
<td>net migration (%), 2006–2010</td>
<td>.731</td>
</tr>
<tr>
<td>unemployment rate as a share of active population, 2008</td>
<td>-.657</td>
</tr>
<tr>
<td>ageing index, 2009</td>
<td>-.871</td>
</tr>
<tr>
<td><strong>Concentration</strong> (KMO: 851; total var: 78.28%; eigenvalue: 3.91)</td>
<td></td>
</tr>
<tr>
<td>economic density (GDP/km²), 2009</td>
<td>.977</td>
</tr>
<tr>
<td>employment density (employed persons/km²), 2009</td>
<td>.980</td>
</tr>
<tr>
<td>population density (person/km²), 2009</td>
<td>.968</td>
</tr>
<tr>
<td>territorial productivity (GDP/built-up area), 2008</td>
<td>.883</td>
</tr>
<tr>
<td><strong>Network (infrastructure)</strong> (KMO: 647; total var: 81.68; eigenvalue: 2.45)</td>
<td></td>
</tr>
<tr>
<td>accessibility by rail (% of EU27 average), 2006</td>
<td>.957</td>
</tr>
<tr>
<td>accessibility by air (% of EU27 average), 2006</td>
<td>.791</td>
</tr>
<tr>
<td>accessibility by road (% of EU27 average), 2006</td>
<td>.954</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Layers</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settlement pattern (KMO: 802; total var: 72.52%; eigenvalue: 3.63)</td>
<td></td>
</tr>
<tr>
<td>share of non-continuous settlement pattern, 2006</td>
<td>.968</td>
</tr>
<tr>
<td>share of urban tissue, 2006</td>
<td>.967</td>
</tr>
<tr>
<td>share of artificial surfaces, 2006</td>
<td>.960</td>
</tr>
<tr>
<td>settlement density (share of built-up and agricultural areas per capita), 2006</td>
<td>-.695</td>
</tr>
<tr>
<td>population potential (share of population within 50 km radius), 2008</td>
<td>.591</td>
</tr>
</tbody>
</table>

Innovation (KMO: 710; total var: 89.25%; eigenvalue: 2.68)

<table>
<thead>
<tr>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>share of patents filed at EPO (patents/million persons), 2006–2009</td>
</tr>
<tr>
<td>share of high tech patents filed at EPO (patents/million persons), 2006–2009</td>
</tr>
<tr>
<td>share of ICT patents filed at EPO (patents/million persons), 2006–2009</td>
</tr>
</tbody>
</table>

a) Regarding the database, we adhere to the trend represented by Porter–Stern (2003), i.e. innovations are identified with patent data. This idea has been widely criticised (e.g. Bajmócy–Szakálné 2009, OECD 2011). However, according to Varga (2009), patents represent fairly reliable measurement tools for innovations.

b) European Patent Office.

Source: Eurostat, ESPON online databases, own calculation.

Society layer. According to the main correlations, subregions with a higher ageing index have higher than average unemployment rates. Moreover, areas with a high rate of natural reproduction show high population numbers and high net migration rates. The parameters of the main component analysis can be considered adequate. The lower quartile accommodates mostly East German subregions, a few Bulgarian subregions, and one Hungarian subregion; the high levels of ageing, population decline, and unemployment jeopardise the social cohesion of the region here. The society layer is below the average in almost all East German regions: only three (Berlin, Dresden, and Potsdam) of the 103 NUTS3 regions indicate higher than average values. The ageing index is by far the highest here: the average is 232 percent, while the city of Hoyerswerda provides the extreme value (357 percent). The positive processes of retaining a stable population size indicate a split also at country level: Poland, the Czech Republic, Slovakia, and Slovenia (with very few exceptions) perform continuously above the average. This layer also shows urban-rural differences which are typical mostly in Austria, Hungary, Bulgaria, and (the former) East Germany.
Figure 1

The spatial features of the layers in Central and Eastern Europe
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Upper outliers

Regional Statistics, Vol 5, No 2. 2015: 34–61; DOI: 10.15196/RS05203
Concentration layer. The indicators of socio-economic nodes show positive and significant correlations: economic output, population, labour force, and territorial efficiency rates are concentrated in a main component of desirable characteristics. Due to the special features of territorial delimitation, the cities (e.g. Berlin, Budapest, Vienna, Cracow, Szczecin, etc.) or the subregions with small agglomerations (e.g. Bratislava, Salzburg und Umbegung, Graz, and Osrednjeslovenska) – acting as places that accommodate socio-economic concentrations – enjoy natural advantages. For statistical purposes, most of these cities (37) are outliers: they dominate the Central and Eastern European area. Their concentration is outstanding: the 37 regions cover 1.8% of the area under review, yet 20% of the population and 26% of the employed people are concentrated here, and more than 35% of the GDP is produced. The concentration layer ranking is led by Bucharest, Vienna, Warsaw, Budapest, Berlin, and Prague, followed by the large Polish centres (Cracow, Poznan, Lodz, Wroclaw, and Katowice) and then by the cities of Germany, Austria, Slovenia and Bulgaria. It should also be noted that the territorial delimitation does not always help certain subregions, as some smaller German cities (of 40,000–100,000 inhabitants) are not among the outliers (e.g. Frankfurt, Görlitz, Plauen, Cottbus, Eisenach, etc.). Nevertheless, in the case of these cities we can also see the ‘formation’ of wider agglomerations, the components of which are found in the fourth (top) quartile. These include, for example, the cross-border region of Upper Silesia, Pest county, and Jihomoravský kraj with Brno. It is also clear that there is no uniform range for certain large centres; this is particularly evident in the case of Berlin. In less polycentric countries, the subregions can be identified only based on output shown in the third quartile. This category (i.e. lower socio-economic gravity points) includes, among others, the Szeged and Győr subregions in Hungary, Temes, Cluj, Constanta, Brasov, and Iasi counties in Romania, and Plovdiv, Burgas, and Varna in Bulgaria. Regarding Hungary, the western counties in the third quartile also indicate the direction of attachment to more developed European areas. The scarcely populated peripheries are located mostly in the northern part of (the former) East Germany, along the Carpathian Mountains, in East Poland, and in the rural areas of Bulgaria and Hungary.

Network layer. The weight of accessibility by road and rail is higher in the main component, while the weight of accessibility by air is less pronounced (given that airports occur ‘less frequently’ in the area), but it is still rather strong. All three indicators of accessibility are positively correlated and reinforce each other. The boxplot map shows normal distribution for the main component; there are no regions with outstanding values and the figure displays the centre-periphery features of transport geography. The developed continuous core of the network layer is provided by East German subregions. Regions in the fourth quartile – containing Austrian and German
subregions, as well as the agglomerations of Budapest, Bratislava, and Prague – exceed the EU average for all three indicators. As regards the Czech Republic, Slovakia, and Hungary, subregions of higher value can be seen only along Pan-European Corridor IV (showing the way stations, e.g. Budapest, Wien, Berlin, etc.), which indicates the region’s directions of western attachment and the backbone of the potential economic core area. The north-western part and some large cities of Poland represent accessibility nodes; the former benefits from the vicinity of Germany, while the latter enjoy an advantage from the presence of airports in the regional subcentres. This accessibility feature represents a justification for the new banana. In the members of the lower quartile – covering, among others, the Polish eastern wall according to Gorzelak, most subregions of Romania and Bulgaria, and the peripheral areas of Hungary – the rates of accessibility by rail, road, and air are approximately one-quarter, below one-third and slightly above two-fifths of the EU average respectively.

**Innovation layer.** The indicators making up the layer that expresses innovative ability (and knowledge economy) display relatively strong positive correlations. The spatial analysis indicates the emergence of dynamic agglomeration benefits in the region (Lengyel-Rechnitzer 2004), but with a strict east-west division line. Jena, Vienna, Berlin, Graz, Salzburg, Linz, Wels, Dresden, Greifswald, Ilm kreis, Leipzig, Frankfurt, Potsdam, Erfurt, and their agglomerations have a clear dominance over the Central and Eastern European area. These subregions (36) are outliers; this fact is evident from the concentration of the indicators involved. This area produces 60% of all patents, 70% of high tech patents, and 67% of ICT patents. Sitting in the fourth quartile, Budapest ranks highest in this regard among the Visegrád and Balkan subregions, while Prague, Warsaw, Bucharest, and Sofia are only in the third quartile. The concentration of patents displayed by the below-average groups provides information on the uneven distribution of innovation output. It is below 1 percent in the first quartile and, even if the first and second quartiles are combined, the total is still below 5 percent for all three patent forms.

**Settlement pattern.** The analysis has revealed clear correlations: the indicators regarding urban use of space and the share of population within a 50 km radius are positively correlated, while the share of built-up and agricultural areas per capita is inversely correlated with the component. The statistical tests used for suitability verification show compliance. The spatial analysis of the main component results in a more marked display of the cities and their emanating impacts (agglomerations), and the rural areas are also delimited. Urban agglomerations are shown by the 32 cities (outliers) and the related upper quartile. The main settlement structure nodes are represented by Berlin, the continuous zone of Dresden, Chemnitz-Zwickau, Leipzig, Halle and Magdeburg, Upper Silesia centred around Katowice and the agglomerations of Warsaw, Lodz, Prague, Vienna, Budapest, and Bucharest. Based on indicators regarding the use of space, the rural areas are also exhibited with their typical features, and it is easy to identify the German-Polish Plain as well as the rural areas of the Czech Republic, Hungary, Romania, Bulgaria, and Austria.
Main correlations of the spatial structure layers

According to Rechnitzer (2013), the various layers are placed on top of each other in space. Their impact and strength may vary at the individual spatial points, with the layers reinforcing or destroying each other. Layer correlation is first examined with the Pearson and Spearman correlation coefficients (Table 2). The correlation of individual layers generates mostly significant results, although a diverse picture emerges according to their strength. Based on the Pearson correlation coefficient, the strongest reinforcing correlation exists between the network and economy layers and between the concentration and settlement structure layers. The interpretation of these (synergistic) relations can be fine-tuned by the rank-order correlation coefficient, as it gives further information on the relationship between the network and innovation layers and between the innovation and economy layers. Synergistic relations of medium strength exist between the innovation and settlement structure layers, society and concentration layers, settlement structure and economy layers, concentration and economy layers, and innovation and concentration layers. It is interesting to see the weak inconsistency and antagonistic impact between the society and economy layers, indicating a serious spatial split of the two most important phenomena in Central and Eastern Europe. According to our calculations, there is no significant interaction between the society and settlement structure layers.

<table>
<thead>
<tr>
<th></th>
<th>Economy</th>
<th>Society</th>
<th>Concentration</th>
<th>Infrastructure</th>
<th>Innovation</th>
<th>Settlement pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economy</td>
<td>1.000</td>
<td>−.263**</td>
<td>.358**</td>
<td>.873**</td>
<td>.558**</td>
<td>.462**</td>
</tr>
<tr>
<td>Society</td>
<td>−.259**</td>
<td>1.000</td>
<td>.240**</td>
<td>−.310**</td>
<td>−.023</td>
<td>.049</td>
</tr>
<tr>
<td>Concentration</td>
<td>.422**</td>
<td>.449**</td>
<td>1.000</td>
<td>.262**</td>
<td>.222**</td>
<td>.835**</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>.876**</td>
<td>−.285**</td>
<td>.349**</td>
<td>1.000</td>
<td>.523**</td>
<td>.442**</td>
</tr>
<tr>
<td>Innovation</td>
<td>.834**</td>
<td>−.182**</td>
<td>.392**</td>
<td>.812**</td>
<td>1.000</td>
<td>.315**</td>
</tr>
<tr>
<td>Settl. struct.</td>
<td>.454**</td>
<td>.049</td>
<td>.618**</td>
<td>.523**</td>
<td>.466**</td>
<td>1.000</td>
</tr>
</tbody>
</table>

The Pearson correlation coefficients and the Spearman rank-order correlation coefficients are shown above and below the main diagonal, respectively. ** stands for the 1% significance level.

Since the ultimate aim of our analysis is to create homogeneous groups, the aggregate redundancy of individual layers was also examined. According to Sajtos–Mitev (2007), if the correlation between individual variables is too strong (above 0.9), their joint application leads to redundancy or distortion. Although no correlation of such strength was found, we had no information on the group of

---

12 The use of the latter (rank-order correlation coefficient) is important for the treatment of outlier data.
variables. This is why the test/indicator expressing the suitability of the variables involved is used during the main component analysis. The KMO index has proved that the layers involved are suitable for the main component analysis, which means that redundancy exists but it has only a weak or moderate level (Sajtos-Mitev 2007, Füstös-Szalma 2009; Table 3).

In our opinion, the paired and aggregated correlations of the layers created with socio-economic content represent a versatile spatial structure and, therefore, enable us to describe the special features of the spatial structure in Central and Eastern Europe. Before that, though, we describe the spatial relations of the individual layers.

### Redundancy test of spatial structure layers

<table>
<thead>
<tr>
<th>Kaiser–Meyer–Olkin Measure of Sampling Adequacy</th>
<th>.625</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bartlett’s test of Sphericity</td>
<td></td>
</tr>
<tr>
<td>Approx. Chi-Square</td>
<td>1,188.603</td>
</tr>
<tr>
<td>df</td>
<td>15</td>
</tr>
<tr>
<td>Sig.</td>
<td>.000</td>
</tr>
</tbody>
</table>

For this purpose, we have used bivariate global and local autocorrelation analyses. Table 4 contains Moran’s I for the bivariate global autocorrelation analyses. The purpose is to identify how one phenomenon influences the spatiality of another and to see the direction and strength of the spatial configuration resulting from their interaction (Anselin 2003). The layers in the first column of Table 4 represent spatially lagged variables ‘y’, while the layers in other columns always produce the corresponding variable ‘x’. The first figure (–0.297) expresses how the society layer influences the spatiality of the economy layer. The figure indicates negative neighbourhood assimilation for the two parameters.

### Bivariate global autocorrelation analyses of spatial structure layers (Moran’s I)

<table>
<thead>
<tr>
<th></th>
<th>Society</th>
<th>Concentration</th>
<th>Infrastructure</th>
<th>Innovation</th>
<th>Settlement pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economy</td>
<td>–.297</td>
<td>.064</td>
<td>.750</td>
<td>.424</td>
<td>.157</td>
</tr>
<tr>
<td>Society</td>
<td>–</td>
<td>.214</td>
<td>–.350</td>
<td>–.157</td>
<td>.008</td>
</tr>
<tr>
<td>Concentration</td>
<td>–</td>
<td>–</td>
<td>.087</td>
<td>.053</td>
<td>.037</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>.435</td>
<td>.297</td>
</tr>
<tr>
<td>Innovation</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>.105</td>
</tr>
</tbody>
</table>

The neighbourhood matrix is based on queen-1 contiguity. Pseudo-p < 0.05; number of permutations: 999.

13 It is answered through Moran’s I. If I>–1/N–1 then the autocorrelation is positive; if I<–1/N–1 then it is negative. If I=–1/N–1 then there is no autocorrelation between the individual spatial units. Its maximum approaches 1, its minimum approaches –1, but it has no precise value as it depends on the neighbourhood matrix and the number of spatial units (Dusek 2004). In the current case –1/N–1 = –0.003.
Furthermore, the network and economy layers exhibit a tight parallel movement and clustering where Moran’s I equals 0.750. Negative neighbourhood assimilation was detected in three cases, while the remaining 12 cases show some level of positive autocorrelation. Nevertheless, the tight correlation detected formerly between the settlement structure and concentration layers (Table 2) is lost ‘in space’.

Accordingly, settlement structure does not generate any substantial spatial impact and only has an emanating impact on the individual socio-economic nodes. It is (also) probable, based on this correlation, that the spatial character of the level of socio-economic development takes the shape of a ‘bunch of grapes’.

The following Figures show two correlations of extreme values and describe their local pattern based on Local Moran’s I. The local pattern shows the spatial arrangement (high-high, low-low) of high values (hot spot) and low values (cold spot)

---

14 The sign and strength of the correlations are similar to those of the correlation coefficients.
15 A methodological note should be made here. Both layers display a large number of outstanding values. This status is attributable to the applied indicator structure and the method of delimitation. The impact of indicator structure is more marked in the case of the concentration layer as the use of density indicators facilitates the emergence of the above feature. The logarithmisation of the applied indicators could have made it easier to identify spatial emanating impacts (due to the narrowing of the data series), but in this case the outstanding nature and the spatial dominance would have been eliminated for these subregions.
and the locations of the spatial units that significantly differ from each other (low–high, high–low).

Figure 3

**Spatial configuration of network and economy layers in Central and Eastern Europe**

Although the negativity of neighbourhood assimilation is stronger between the network and society layers (Moran’s I = -0.350), we describe the joint spatial configuration of the two central layers (society and economy; Figure 2). This spatial arrangement shows the one-sided status of the two basic parameters in Central and Eastern Europe: the number of outlier subregions (LH, HL) exceeds, even separately, the extent of those in the clean (HH, LL) clusters. Adverse spatial relations (low society–low economy) occur mostly in the Bulgarian region and in two Romanian (cross-border) regions. The significant arrangement of high-high is present in only 26 subregions, and only Austria displays a continuous cluster. Apart from the HH clusters of Berlin and Potsdam in (the former) East Germany, almost the entire country area is a spatial outlier, and the adverse society layers are coupled with a fairly strong economy layer. The high society–low economy outlier cluster is fairly extensive: apart from the central and eastern subregions of Poland, it includes Romania and some subregions of Bulgaria. An example of spatially synergistic layers is shown in Figure 3. The east–west division of the network and economy layers is clearly visible, leading to significant hot spot and cold spot clusters. The majority of
East German and Austrian subregions is continuous HH, while LL groups exhibit a strong level of eastern determination. The number of outliers is small: only five regions 'disturb' the space of uniform clusters.

**Results of cluster analysis**

A cluster analysis was performed to typify the individual NUTS3 regions and to delimit the spatial units of various development stages that can be separated from each other.

At the start of the analysis, it is useful to recall that ‘the term of spatial structure should be used to denote designs that demonstrate the socio-economic features of geographic space in a selective, generalised, and simplified manner’ (Szabó–Farkas 2014). However, in our case, the large number of elements, the applied variables, and the issue of modifiable territorial units enabled and, moreover, forced us to display the versatile spatial structure. We have opted for the two-step cluster method because it: (i) eliminates the disadvantages of the K-means analysis suitable for handling a large number of elements (Lukovics–Kovács 2011), (ii) makes a proposal for the ideal number of clusters, and (iii) enables us to interpret groups of special characters (Sajtos–Mitev 2007). After several attempts, 21 was chosen as the number of clusters. This number was justified by the result of the Silhouette coefficient (0.4 means acceptable category) used for the statistical interpretation of consistency.

**Table 5**

<table>
<thead>
<tr>
<th>Urban clusters</th>
<th>Economy</th>
<th>Society</th>
<th>Concentration</th>
<th>Infra-structure</th>
<th>Innovation</th>
<th>Settl. pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pentagon cornerstone</td>
<td>1.67</td>
<td>1.27</td>
<td>5.15</td>
<td>1.43</td>
<td>0.75</td>
<td>3.98</td>
</tr>
<tr>
<td>Balkan focal point</td>
<td>0.22</td>
<td>1.21</td>
<td>9.71</td>
<td>–0.43</td>
<td>–0.28</td>
<td>4.98</td>
</tr>
<tr>
<td>Polish large centres</td>
<td>0.37</td>
<td>0.60</td>
<td>2.34</td>
<td>0.17</td>
<td>–0.31</td>
<td>2.73</td>
</tr>
<tr>
<td>Silesian metropolis</td>
<td>–0.18</td>
<td>0.80</td>
<td>0.54</td>
<td>–0.05</td>
<td>–0.46</td>
<td>1.09</td>
</tr>
<tr>
<td>‘City of science’</td>
<td>1.95</td>
<td>0.25</td>
<td>1.31</td>
<td>1.78</td>
<td>9.29</td>
<td>1.22</td>
</tr>
<tr>
<td>German stars (1)</td>
<td>1.57</td>
<td>0.40</td>
<td>0.83</td>
<td>1.30</td>
<td>4.35</td>
<td>1.33</td>
</tr>
<tr>
<td>German stars (2)</td>
<td>1.49</td>
<td>–0.99</td>
<td>0.98</td>
<td>0.81</td>
<td>–0.10</td>
<td>2.25</td>
</tr>
<tr>
<td>German stars (3)</td>
<td>1.45</td>
<td>–0.17</td>
<td>1.28</td>
<td>1.96</td>
<td>1.36</td>
<td>2.29</td>
</tr>
<tr>
<td>Ageing subcentres with declining population</td>
<td>1.24</td>
<td>–1.50</td>
<td>0.30</td>
<td>1.14</td>
<td>0.42</td>
<td>1.05</td>
</tr>
<tr>
<td>Austrian regional centres</td>
<td>1.98</td>
<td>0.96</td>
<td>0.36</td>
<td>1.30</td>
<td>1.84</td>
<td>0.14</td>
</tr>
</tbody>
</table>
To avoid redundancy, the spatial structure of Central and Eastern Europe will be described in three parts. First, we describe the main focal points, cities and urban areas; then their spatial expansion and relevant groups (agglomerations and wider hinterlands); finally, the scarcely populated rural-peripheral clusters. Due to the differing delimitation (often by nation) of spatial units and the absence of a settlement network layer, the results need to be adjusted. Therefore, spatial typification was compared to the population-based categorisation of functional urban regions (Figure 4). In view of this (and our previous knowledge), it is stated in advance that the relevant metropolis regions can be detected and delimited with a good approximation. Additional spatial structure types (e.g. agglomerations, hinterlands, and scarcely populated rural areas) can also be identified. However, the specific nature of the delimitation represents a major obstacle for large functional urban areas with more than 250,000 inhabitants.

The groups of cities and urban areas shown as major socio-economic nodes result in a versatile structure; this is reinforced by the fact that these groups account for almost half of all clusters (Table 5). The first cluster, named Pentagon cornerstones, includes cities located at the top of the settlement hierarchy: Berlin, Vienna, Prague, Budapest, and Warsaw. The most important socio-economic gravity points are ranked first in almost every layer: economy, concentration, and settlement structure are outstanding, while network and society provide one of the best results in urban areas. The only factor that lags behind is innovation: it shows the east-west division within the group as Budapest, Prague, and Warsaw produce only one-sixth or one-seventh of the patent indicators shown for Vienna and Berlin. Bucharest is the sole member of the cluster named Balkan focal point. Its socio-economic concentration, just like its settlement structure layer, is the highest in the region under review. Its economic dimension is significantly below the average, but this is true only for the static indicators. In fact, it has outstanding economic dynamics, the highest among the studied capital cities. The population retention layer is similarly positive in the capital city of Romania, although lags in the fields of infrastructure and innovation make Bucharest a one-sided urban pole. The next two clusters show national nature. The Polish large centres such as Lodz, Cracow, Katowice, Poznan, Wroclaw, and the Tri-City (Gdansk-Sopot-Gdynia) emerge as substantial socio-economic gravity points in the Central and Eastern European space under review. Despite their large populations — indicated also by the outstanding values of the concentration and settlement

---

16 The urban function study of ESPON (2007) was used for this issue. In that study, the large functional urban areas (FUAs) are regions with 250,000–500,000 inhabitants and the metropolis areas are regions with more than 500,000 inhabitants. Besides population numbers, the national and international decision-making centres, transport infrastructure, knowledge, culture, tourism, and industrial output play a role in the determination of FUAs (ESPON 2005, 2007).
structure layers – they perform poorly in terms of innovation and infrastructure, in comparison with other metropolis regions, and thus diminish their existing advantages. The Silesian metropolis covers most of the macroregion termed the ‘black hole’ by Gorzelak (1997). This cluster embodies the multi-centre agglomeration of Katowice, except for Moravia (Moravskoslezský kraj) in the Czech Republic. The Sofia region also joins the agglomeration, which is facilitated by similar settlement structure factors and the delimitation effort. Population retention is above the average in both clusters.

The next six clusters are located on the western side of the region under review, i.e. in (the former) East Germany and Austria. The cluster named City of science has only one member. The city of Jena represents the highest innovation potential in the region, coupled with a fairly strong economic position. Its role of socio-economic gravity point weakens in terms of population retention; ageing is a particular challenge for the city. The German stars cover German regions and the subregions of Graz and Bregenz. Their rank is based on economic output. The group of German stars (1) covers large centres and metropolises (Dresden and Graz) but also includes smaller regional urban areas of innovation and tourism (e.g. Potsdam, Greifswald, Ilm-Kreis, and Bregenz). Of the three clusters, this one has the strongest innovation layer, supported also by its excellent network and economy layers. The centre of German stars (2) is the metropolis area of Chemnitz-Zwickau and the regional service centres of Magdeburg, Rostock, and Cottbus. Their strong economic potential is coupled with poor innovation, and this status is further weakened by the society layer. This cluster is burdened with one of the highest rates of ageing, emigration, and unemployment. Concentrated in space, the cluster named German stars (3) is located in the south-western part of (the former) East Germany. Its central region is the Leipzig-Halle metropolis accompanied by Weimar and Erfurt. Its spatial structure layers are above the average in most cases. In particular, the network layer is outstanding (due to its great accessibility by rail and road). However, the society layer is not so impressive. The common feature of the cluster named Ageing subcentres with declining population (Frankfurt, Schwerin, Görlitz, Gera, etc.) is the low population level (40,000–130,000 inhabitants). The population retention layer is substantially below the average, compromising the better economy and infrastructure layers.
The *Austrian regional centres* represent the tertiary nodes of Austria (e.g. cross-border functional urban area of Salzburg, metropolis region of Linz-Wels, Innsbruck, etc.) or belong to such nodes (e.g. the southern agglomeration of Vienna). It is characterised with the most balanced layer structures; lagging in the case of concentration and settlement structure layers is attributable only to the delimitation effort.

**Table 6**

<table>
<thead>
<tr>
<th>Emanating clusters</th>
<th>Economy</th>
<th>Society</th>
<th>Concentration</th>
<th>Infrastructure</th>
<th>Innovation</th>
<th>Settl. pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Developed German agglomerations</td>
<td>0.69</td>
<td>−0.42</td>
<td>−0.29</td>
<td>1.02</td>
<td>1.36</td>
<td>0.12</td>
</tr>
<tr>
<td>East German hinterland</td>
<td>0.60</td>
<td>−1.35</td>
<td>−0.31</td>
<td>1.13</td>
<td>−0.01</td>
<td>0.11</td>
</tr>
<tr>
<td>Eastern agglomeration</td>
<td>−0.58</td>
<td>1.72</td>
<td>−0.09</td>
<td>0.02</td>
<td>−0.40</td>
<td>0.18</td>
</tr>
<tr>
<td>Eastern hinterland</td>
<td>−0.04</td>
<td>0.73</td>
<td>−0.09</td>
<td>0.02</td>
<td>−0.34</td>
<td>−0.32</td>
</tr>
</tbody>
</table>
The attraction zones are categorised along two distance dimensions: the ones closer to cities are called agglomerations and the larger ones located further away from cities are named hinterlands (Table 6). These attraction zones are divided in space as well. The differences come from the interaction between the layers. The east-west differences should be interpreted in terms of the economy, society, infrastructure, and innovation layers. The developed East German agglomerations refer to the attraction zones of Berlin, Dresden, Jena, Erfurt, and Graz. The economy, network, and innovation layers of the regions reinforce each other, but the society layer represents a strong deteriorating factor. However, the Eastern agglomerations excel in the field of population retention, while their other layers fail to reach the average of the region under review. The Eastern agglomerations represent the emanating impacts of such regional nodes and the Tri-City, Warsaw, Prague, Budapest, Bucharest, Cracow, Katowice, and Poznan. The East German hinterland and the Eastern hinterland cover an extensive zone of loose settlement structure beyond the agglomerating regions. Concentrated in the southern part of (the former) East Germany, the East German hinterland provides a background for agglomerations and metropolis FUAs. Moreover, the Eastern regions with an expanded attraction zone function as connection axes towards the West: Poland has a belt area along the German border, while the entire area of the Czech Republic, the western layers of Slovakia and Hungary, and the Slovenian layers of good network properties help the formation of these spaces. This spatial character facilitates the acceptance of the new banana structure.

The East German periphery is one of the most backward clusters in terms of the population layer; it is above the average economy and network layers are unable to improve the poor state of ageing, emigration, and unemployment. The categories of developed tourism periphery and stagnating developed periphery are present mainly in Austria. Among the rural areas, the innovation layer is outstandingly reinforced – for the developed tourism periphery cluster type – by the economy, society, and network layers. This category is characterised by a high capacity for tourism. The subregions of Bratislava and Ljubljana are also part of the region; the awkward position is attributable partly to the delimitation effort. Although the level of concentration differs from that of other Austrian regions, the innovation, infrastructure, and society layers direct them into the same cluster. The units of stagnating developed periphery are found in Austria; their economic, network, and innovation potential exceeds that of similar cluster groups located in the east. The clusters named social base periphery and rural areas dominated by agriculture are similar, but the former has a vigorous population retention layer and the latter has a satisfactory economy layer. The remaining layers are significantly below the average. The peripheral regions are concentrated into two clusters named ‘eastern wall (1)’ and ‘eastern wall (2)’. These groups suffer from

---

17 Both capital cities were considered with their respective attraction zones. Their respective population figures are not outstanding as these subregions have some 500,000 inhabitants.
multidimensional backlogs in terms of the economy, infrastructure, and innovation layers, which are the worst among the studied regions. The relatively more developed first group – encompassing Polish eastern subregions as well as Romanian and Bulgarian subregions – has a much stronger society layer, exceeding even that of rural areas dominated by agriculture (which comprise mostly Hungarian regions). The second category accommodates the least developed Romanian and Bulgarian regions, but the society layer does not exceed the average of the East German periphery (Table 7).

Table 7

Layer characteristics of rural and peripheral clusters

<table>
<thead>
<tr>
<th>Emanating clusters</th>
<th>Economy</th>
<th>Society</th>
<th>Concentration</th>
<th>Infra-structure</th>
<th>Innovation</th>
<th>Settl. pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>East German periphery</td>
<td>0.60</td>
<td>-1.45</td>
<td>-0.49</td>
<td>0.58</td>
<td>-0.25</td>
<td>-0.67</td>
</tr>
<tr>
<td>Developed tourism periphery</td>
<td>1.28</td>
<td>0.80</td>
<td>0.01</td>
<td>0.76</td>
<td>0.50</td>
<td>-0.20</td>
</tr>
<tr>
<td>Stagnating developed periphery</td>
<td>0.69</td>
<td>0.00</td>
<td>-0.31</td>
<td>0.13</td>
<td>0.32</td>
<td>-0.56</td>
</tr>
<tr>
<td>Social base periphery</td>
<td>-0.83</td>
<td>0.83</td>
<td>-0.21</td>
<td>-0.79</td>
<td>-0.47</td>
<td>-0.47</td>
</tr>
<tr>
<td>Rural areas dominated by agriculture</td>
<td>-0.47</td>
<td>-0.18</td>
<td>-0.33</td>
<td>-0.68</td>
<td>-0.42</td>
<td>-0.49</td>
</tr>
<tr>
<td>Eastern wall (1)</td>
<td>-1.40</td>
<td>0.44</td>
<td>-0.38</td>
<td>-1.38</td>
<td>-0.50</td>
<td>-0.43</td>
</tr>
<tr>
<td>Eastern wall (2)</td>
<td>-1.26</td>
<td>-0.84</td>
<td>-0.45</td>
<td>-1.38</td>
<td>-0.50</td>
<td>-0.69</td>
</tr>
</tbody>
</table>

Several large FUAs are found in the area covered by clusters named social base periphery and rural areas dominated by agriculture: on the eastern side of Poland, in the relatively more developed subregions of Romania, in the seaside regions of Bulgaria, and in Eastern Hungary. It is also evident that these smaller poles of regional level are unable to properly highlight their regional base from the rural space or to ascend to a higher category from the deep peripheries (e.g. see the cases of Bialystok, Lublin, Kielce, Brasov, Cluj Napoca, Constanta, and Varna). However, Iasi, Craiova, Galati, and Plovdiv are unable to make such upward progress due to their low socio-economic weight in the periphery of Central and Eastern Europe and to their (current) inability to improve their state of backwardness.

Summary

Our study aimed to demonstrate the spatial structure of Central and Eastern Europe. For this purpose, we employed and operationalised the spatial structure and then described the territorial characteristics of the region with the use of multivariate and spatial methods.

According to the results obtained, the main socio-economic processes are deemed suitable for modelling by layer and the model is deemed suitable for use in spatial
structure research work. The layers represent rather fragmented areas characterised by traditional differences (east-west, urban-rural) and other (nationwide) inequalities. The layers have versatile correlations and both synergistic and antagonistic mechanisms. In particular, the two most important layers (economy and society) do not show coherent parallel movements, which indicates serious problems in terms of future demographic processes. By employing the multivariate methodology, the relevant layers lead to a versatile spatial structure. As a result, it is difficult to perform the usual and straightforward categorisation using generalised figures. Therefore, we describe the main elements in three parts: cities/urban areas generating development, attraction zone regions, and rural/peripheral clusters. At the same time, our results also highlight the main transformation processes (demographics, innovation, and urbanisation) affecting the region. According to our analyses, developed areas that are either banana-shaped or shaped like a bunch of grapes (polycentric) can be found in the region. In the former case, the new banana shape seems to have a more solid base, and the mathematical-statistical methods have also identified a string of the western subregions of the Visegrád countries. However, the eastern wall covers a much larger area than in the former figures.

Since our study aimed to typify intermediate regions, i.e. areas considered peripheral from a European perspective (except for Austria), the study results should be interpreted within that framework. Although our study was intended to serve the purpose of identification and analysis, it may be used as a point of reference for the development aspects of European (cross-border, transnational, and inter-regional) territorial cooperation initiatives affecting the macroregions.
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ANNEX

Spatial model of Central and Eastern Europe in the 1990s
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Old and New banana in Europe

The European Macreregions

Source: Leibenath et al. (2007).