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Abstract

Many economic models include random shocks imposed on a large number
(continuum) of economic agents with individual risk. In this context, an exact law
of large numbers and its converse is presented in [23] to characterize the cancelation
of individual risk via aggregation. However, it is well known that the Lebesgue
unit interval is not suitable for modeling a continuum of agents in the particular
setting. The purpose of this note is to show that an extension of the Lebesgue
unit interval does work well as an agent space with various desirable properties
associated with individual risk.
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1 Introduction

Models with a continuum of agents are widely used in economics. One often chooses to
work with the the unit interval with the Lebesgue measure as the agent space. However,
it was already noted by Aumann that the choice of the Lebesgue unit interval as a model
for the agent space is of no particular significance and any atomless probability space is
precisely what is needed to ensure that each individual agent has no influence.1

Many economic models have also been based on a continuum of agents with individual
risk. Formally, a continuum of independent random variables is used to model individual
level random shocks imposed on a large number of economic agents. The desirable result
is an exact law of large numbers which guarantees the cancelation of individual risk at
the aggregate level.2 It is shown in [23] that a process measurable in a Fubini extension
is essentially pairwise independent if and only if it satisfies the property of coalitional
aggregate certainty.3 The latter means that aggregation at the coalitional level removes
uncertainty.

Section 5 of [23] considers the existence of a Fubini extension that allows one to
construct processes with essentially pairwise independent random variables taking any
given variety of distributions. Many probability spaces can be used as the relevant index
space; for example, the big class of atomless Loeb probability spaces (see [18]). One can
also work with an index space based on some atomless measure space on the unit interval
[0, 1].

However, unlike the case of a continuum of agents in a deterministic model, it is
well known that an economic model with an i.i.d. process based the classical continuum
product space and indexed by the Lebesgue unit interval has the sample measurability
problem.4 Moreover, Corollary 4.3 of [23] shows that under the framework of a Fubini ex-
tension, almost all sample functions of any process with essentially pairwise independent
random variables cannot be Lebesgue measurable. It is also pointed out by Feldman and
Gilles in Section 1 of [9] that a continuum of i.i.d. Bernoulli random variables indexed
by the Lebesgue unit interval cannot satisfy the the property of coalitional aggregate
certainty.

Since the Lebesgue unit interval is the simplest atomless probability space and it is
not suitable for modeling a continuum of agents with individual risk, a natural question
is whether one can find some extension of the Lebesgue unit interval as the agent space
with the desired property. The purpose of this note is to provide a positive answer
to that question. In particular, we construct essentially pairwise independent processes
measurable in a Fubini extension, where the sample functions are measurable with respect
to some extension of the Lebesgue unit interval and the random variables can take any
given variety of distributions. It follows immediately from the exact law of large numbers

1For this point, see p. 44 of [3]. For the discussion of various other formulations of negligible agents,
see [16].

2See [23] for many earlier references on this. For some more recent applications of the law of large
numbers, see [6], [7], [17], [19], [20], [24], [25].

3See Definitions 1 and 2 below respectively for the precise meaning of essential pairwise independence
and coalitional aggregate certainty. The equivalence result is shown in Theorem 2.8 of [23].

4See [4], [5], [14] and the detailed discussion in [23].
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that the type of result as mentioned in Section 1 of Feldman and Gilles [9] holds for
some extension of the Lebesgue unit interval. The point is that though the Lebesgue
unit interval fails to be an agent space modeling a continuum of agents with individual
risk, some extension of it does work.

The rest of the paper is organized as follows. Section 2 presents some basic defi-
nitions and a previous characterization result on the cancelation of individual risk via
aggregation. The main result is stated in section 3. The proofs are given in the Appendix.

2 Basics

Let (I, I, λ) be an atomless probability space which is used to model the agent space of
many economic agents. In our setting, it will be the parameter space for a process. Let
(Ω,F , P ) be a sample probability space, which models the space of uncertain states of
the world. A process f from I × Ω to a complete separable metric space X with Borel
σ-algebra B is a mapping from I × Ω to X such that (1) for λ-almost all i ∈ I, the
random shock fi imposed on agent i is a random variable defined on (Ω,F , P ) whose
distribution Pf−1

i on X is defined by Pf−1
i (B) = P [f−1

i (B)] for each B ∈ B; (2) for
every B ∈ B, the mapping i 7→ Pf−1

i (B) is I-measurable.
The meaning of individual risk is that each individual agent is allowed to have cor-

relation with a negligible group of other agents. This is formalized as the concept of
essential pairwise independence.

Definition 1 A process f from I ×Ω to a complete separable metric space X is said to
be essentially pairwise independent if for λ-almost all s ∈ I, the random variables fs and
fi are independent for λ-almost all i ∈ I.

A desirable result for individual risk is its cancelation at the aggregate level. That is,
aggregation over a non-negligible group of agents leads to no uncertainty. The following
is a formal definition of coalitional aggregate certainty.

Definition 2 Let f be a process from I × Ω to a complete separable metric space X.
For any coalition S (i.e., S ∈ I with λ(S) > 0), let fS be the restriction of f to S × Ω,
IS = {C ∈ I : C ⊆ S}, and λS the probability measure rescaled from the restrictions of
λ to IS. The process f is said to satisfy the property of coalitional aggregate certainty if
for P -almost all ω ∈ Ω, the sample function fω is I-measurable, and for each coalition S,
the empirical (sample) distribution λ(fS

ω )−1(·) is
∫

S
Pf−1

i (·)dλS for P -almost all ω ∈ Ω.

When X is the real line R and the random variables fi are i.i.d. with a common
distribution function F , coalitional aggregate certainty means that for each coalition S,
the empirical distribution function F S

ω generated by the restricted sample function fS
ω is

F for P -almost all ω ∈ Ω. It is easy to construct examples of a continuum of independent
random variables with this aggregation property for the grand coalition I or for all the
coalitions; see the discussion in Section 6.3 of [23], and [2], [12], [14]. However, one can
also construct other examples of a continuum of independent random variables whose
sample functions may not be measurable, or behave in a very “strange” way. In fact, for
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an i.i.d. process based on the usual continuum product via the Kolmogorov construction,
one can obtain the absurd claim that almost all sample functions are essentially equal
to an arbitrarily given function h on the index space (see Proposition 6.1 of [23]); and
thus, the sample distribution can be undefined or completely arbitrary (see also [4] and
[14]).

The main difficulty for working with an essentially pairwise independent process f is
that if it is jointly measurable with respect to the usual product σ-algebra I ⊗ F , then
the random variables fi are essentially constant for almost all i ∈ I (see Proposition 2.1
of [23]). Consequently, the usual product probability space (I × Ω, I ⊗ F , λ ⊗ P ) will
(typically) be inadequate to prove any meaningful result on no aggregate uncertainty.
As shown in [23], a simple way to resolve this problem is to work with an extension of
the usual product probability space that retains the Fubini property.

Definition 3 Let (I ×Ω, I ⊗F , λ⊗P ) be the usual product probability space of the two
probability spaces (I, I, λ) and (Ω,F , P ). A probability space (I × Ω,W , Q) extending
(I ×Ω, I ⊗F , λ⊗ P ) is said to be a Fubini extension if for any real-valued Q-integrable
function f on (I × Ω,W),

(1) the two functions fi and fω are integrable respectively on (Ω,F , P ) for λ-almost
all i ∈ I, and on (I, I, λ) for P -almost all ω ∈ Ω;

(2)
∫

Ω
fidP and

∫

I
fωdP are integrable respectively on (I, I, λ) and (Ω,F , P ), with

∫

I×Ω
fdQ =

∫

I

(∫

Ω
fidP

)

dλ =
∫

Ω

(∫

I
fωdλ

)

dP .5

To reflect the fact that the probability space (I ×Ω,W , Q) has (I, I, λ) and (Ω,F , P )
as its marginal spaces, as required by the Fubini property, it will be denoted by (I×Ω, I⊠

F , λ ⊠ P ).

The following result is shown in Theorem 2.8 of [23]. It indicates that the framework
of Fubini extension does deliver the desired exact law of large numbers which guarantees
the cancelation of individual risk at the aggregate level.

Lemma 1 Let f be a measurable process from a Fubini extension (I ×Ω, I ⊠F , λ ⊠ P )
to a complete separable metric space X. Then f satisfies the property of coalitional
aggregate certainty if and only if f is essentially pairwise independent.

3 The main result

Let L = [0, 1], L the σ-algebra of Lebesgue measurable sets, and η the Lebesgue measure
defined on L. The Lebesgue unit interval is simply (L,L, η).

We are now ready to state the main result of this paper, which shows that some
extension (I, I, λ) of the Lebesgue unit interval (L,L, η) can be used as the agent space

5The classical Fubini Theorem is only stated for the usual product measure spaces. It does not apply
to integrable functions on (I × Ω,W, Q) since these functions may not be I ⊗ F-measurable. However,
the conclusions of that theorem do hold for processes on the enriched product space (I ×Ω,W, Q) that
extends the usual product.
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modeling a continuum of agents with individual risk in a very general setting.6 In par-
ticular, we show the existence of essentially pairwise independent processes measurable
in a Fubini extension, where the sample functions are measurable with respect to the
extended Lebesgue interval (I, I, λ) and the random variables can take any given variety
of distributions.

Theorem 1 Let I be the unit interval [0, 1] and X be a complete separable metric space.
There exists a probability space (I, I, λ) extending the Lebesgue unit interval, a probability
space (Ω,F , P ), and a Fubini extension (I×Ω, I⊠F , λ⊠P ) such that for any measurable
mapping ϕ from (I, I, λ) to the space M(X) of Borel probability measures7 on X, there
is a I ⊠ F-measurable process f from I × Ω to X such that the random variables fi are
essentially pairwise independent, and the distribution Pf−1

i is the given distribution ϕ(i)
for λ-almost all i ∈ I.

The following corollary on the special case of an i.i.d. process is obvious.

Corollary 1 Let I and X be as in Theorem 1. There exists a probability space (I, I, λ)
extending the Lebesgue unit interval, a probability space (Ω,F , P ), and a Fubini extension
(I × Ω, I ⊠ F , λ ⊠ P ) such that for any Borel probability measure τ on X, there is a
I ⊠ F-measurable process f from I × Ω to X such that the random variables fi are
essentially pairwise independent with common distribution τ .

Remark 1 By Lemma 1, essential pairwise independence implies coalitional aggregate
certainty. Thus the processes in Theorem 1 and Corollary 1 satisfy coalitional aggregate
certainty. For the special case that X is the real line R and the random variables fi

are i.i.d. with a common distribution function F as in Corollary 1, we obtain that for
each coalition S, the empirical distribution function F S

ω generated by the restricted sample
function fS

ω is F for P -almost all ω ∈ Ω. Thus, the type of result as mentioned in Section
1 of Feldman and Gilles [9] holds for some extension of the Lebesgue unit interval.

4 Appendix

In this appendix, the unit interval [0, 1] will have a different notation in a different
context. Recall that (L,L, η) is the Lebesgue unit interval. We shall often work with
the case that the target space X is the unit interval [0, 1] with uniform distribution µ.
Here µ is simply the Lebesgue measure defined on Borel σ-algebra B of [0, 1]. Note that
the Lebesgue measure defined on the Lebesgue σ-algebra L is denoted by η.

The following result is Proposition 5.6 of [23].

Lemma 2 There is an atomless probability space (K,K, κ) with K = [0, 1], a probability
space (Ω,F , P ), a Fubini extension (K × Ω,K ⊠ F , κ ⊠ P ), and a K ⊠ F-measurable
process g from K×Ω to [0, 1] such that the random variables gk are pairwise independent
and identically distributed (i.i.d.) with common uniform distribution µ on [0, 1].

6(I, I, λ) extending (L,L, η) means that I = L = [0, 1], I contains σ-algebra L of Lebesgue measur-
able sets, and λ extends the Lebesgue measure η on L.

7M(X) is endowed with the topology of weak convergence of measures. The measurability of ϕ is
equivalent to the measurability of the mappings i 7→ ϕ(i)(B) for B ∈ B.
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In addition, in Proposition 5.6 of [23], the sample probability space (Ω,F , P ) is an
extension of the usual continuum product; the index space (K,K, κ) is obtained from a
Loeb probability space via a bijection. As shown in Corollary 3 of [15], (K,K, κ) is not
an extension of the Lebesgue unit interval (L,L, η). However, as mentioned earlier, the
purpose of this paper is to obtain some extension of the Lebesgue unit interval as an
agent space with various desirable properties associated with individual risk.

The following is essentially taken from Lemma 419I of Fremlin [10]. Its proof is based
on the Transfinite Induction.

Lemma 3 There is a disjoint family C = {Ck : k ∈ K = [0, 1]} of subsets of L = [0, 1]
such that

⋃

k∈K Ck = L, and for each k ∈ K, η∗(Ck) = 0 and η∗(Ck) = 1, where η∗ and
η∗ are the respective inner and outer measures of the Lebesgue measure η.

The original version of Lemma 419I of Fremlin [10] does not require
⋃

k∈K Ck = L.
Suppose

⋃

k∈K Ck 6= L; let B = L \
⋃

k∈K Ck. Since the cardinality of B is at most the
cardinality of [0, 1], we can redistribute at most one point of B into each Ck in the family
C.

As in the proof of Lemma 521P(b) of [11], we define a subset C of L × K by letting
C = {(l, k) ∈ L × K : l ∈ Ck, k ∈ K}. Let (L × K,L ⊗ K, η ⊗ κ) be the usual product
probability space. For any L⊗K-measurable set U that contains C, Ck ⊆ Uk for each k ∈
K. The Fubini property of η⊗κ implies that for κ-almost all k ∈ K, Uk is L-measurable,
which means that η(Uk) = 1 (since η∗(Ck) = 1). Since η ⊗ κ(U) =

∫

K
η(Uk)dκ, we have

η ⊗ κ(U) = 1. Therefore, the η ⊗ κ-outer measure of C is one.
Since the η ⊗ κ-outer measure of C is one, the method in [5] (see p. 69) can be used

to extend η⊗κ to a measure γ on the σ-algebra U generated by the set C and the sets in
L ⊗K with γ(C) = 1. It is easy to see that U = {(U1 ∩ C) ∪ (U2\C) : U1, U2 ∈ L ⊗K},
and γ[(U1 ∩ C) ∪ (U2\C)] = η ⊗ κ(U1) for any measurable sets U1, U2 ∈ L ⊗ K. Let
T be the σ-algebra {U ∩ C : U ∈ L ⊗ K}, which is the collection of all the measurable
subsets of C in U . The restriction of γ to (C, T ) is still denoted by γ. Then, γ(U ∩C) =
η ⊗ κ (U), for every measurable set U ∈ L ⊗K. Note that (L × K,U , γ) is an extension
of (L × K,L ⊗K, η ⊗ κ).

Consider the projection mapping π : L × K → L with π(l, k) = l. Let ψ be the
restriction of π to C. Since the family C is a partition of L = [0, 1], ψ is a bijection between
C and L. It is obvious that π is a measure-preserving mapping from (L×K,L⊗K, η⊗κ)
to (L,L, η), i.e., for any B ∈ L, π−1(B) ∈ L⊗K and η ⊗ κ[π−1(B)] = η(B); and thus π
is a measure-preserving mapping from (L × K,U , γ) to (L,L, η). Since γ(C) = 1, ψ is a
measure-preserving mapping from (C, T , γ) to (L,L, η), i.e., γ[ψ−1(B)] = η(B) for any
B ∈ L.

To introduce one more measure structure on [0, 1], we shall also denote it by I. Let
I be the σ-algebra {S ⊆ I : ψ−1(S) ∈ T }. Define a set function λ on I by letting
λ(S) = γ[ψ−1(S)] for each S ∈ I. Since ψ is a bijection, λ is a well-defined probability
measure on (I, I). Moreover, ψ is also an isomorphism from (C, T , γ) to (I, I, λ). Since
ψ is a measure-preserving mapping from (C, T , γ) to (L,L, η), it is obvious that (I, I, λ)
is an extension of the Lebesgue unit interval (L,L, η).8

8A similar observation was made in §6 of [21] for the case of the product of the Lebesgue unit interval
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As we have seen, based on the constructions as used in Lemma 419I of Fremlin [10]
and Lemma 521P(b) of [11], it is rather straightforward to construct (I, I, λ). To prove
Theorem 1, the key part is to construct a Fubini extension and essentially pairwise inde-
pendent measurable processes whose random variables take any variety of distributions.
We shall first consider a special case of Theorem 1 below.

Proposition 1 There is a Fubini extension (I × Ω, I ⊠ F , λ ⊠ P ) and an essentially
pairwise independent process f : I ×Ω → [0, 1] such that f is I ⊠F-measurable, and for
each i ∈ I, the distribution of the random variable fi is the uniform distribution µ on
[0, 1].

Proof: We construct the process f : I × Ω → [0, 1] in three steps.
Step 1. Based on the process g and the Fubini extension (K × Ω,K ⊠ F , κ ⊠ P ) in
Lemma 2, we construct a new process G from the triple product space L × K × Ω to
[0, 1] with G(l, k, ω) = g(k, ω) for each (l, k, ω) ∈ L × K × Ω. Here the index space is
augmented to the usual product space (L × K,L ⊗ K, η ⊗ κ) while the sample space
remains (Ω,F , P ).

For each (l, k) ∈ L × K, G(l,k) = gk is a random variable on the sample space with
common uniform distribution µ on [0, 1]. Moreover, the process G is essentially pairwise
independent. In fact, for any (l0, k0) ∈ L × K, if k 6= k0, gk0

and gk are independent
random variables, so are the random variables G(l0,k0) = gk0

and G(l,k) = gk. It is obvious
that the subset {(l, k) ∈ L × K : k 6= k0} has full η ⊗ κ-measure.

Now consider the usual product space (L×K ×Ω,L⊗ (K ⊠F), η ⊗ (κ ⊠ P )) of the
Lebesgue unit interval (L,L, η) with the Fubini extension (K × Ω,K ⊠ F , κ ⊠ P ). Note
that the process G is L⊗ (K⊠F)-measurable because g is K⊠F -measurable. Next we
claim that it is a Fubini extension of the usual triple product space ((L × K) × Ω, (L⊗
K) ⊗F), (η ⊗ κ) ⊗ P ).

To show the Fubini property on the extended space, we adapt a proof analogous to
the usual Fubini Theorem.9 Let V ⊆ L1(η ⊗ (κ ⊠ P )) be the set of all η ⊗ (κ ⊠ P )-
integrable function h satisfying the Fubini property. That is, (1) h(l,k) is integrable on
(Ω,F , P ) for η⊗κ-almost all (l, k) ∈ L×K and hω is integrable on (L×K,L⊗K, η⊗κ)
for P -almost all ω ∈ Ω; (2)

∫

Ω
h(l,k)dP and

∫

L×K
hωdη ⊗ κ are integrable respectively on

(L×K,L⊗K, η⊗κ) and (Ω,F , P ); (3)
∫

L×K×Ω
h d (η⊗(κ⊠P )) =

∫

L×K
(
∫

Ω
h(l,k) dP )dη⊗

κ =
∫

Ω
(
∫

L×K
hω dη ⊗ κ)dP.

We shall first show that the set V contains all the indicator functions of the measur-
able sets in L⊗ (K ⊠F). Let D be the collection of all L⊗ (K ⊠F)-measurable sets D
such that its indicator function 1D (which takes value 1 in D and 0 outside) is in V .

Consider D to be a measurable rectangle B × W for B ∈ L and W ∈ K ⊠ F . The
section Dω is B × Wω. By the Fubini property associated with κ ⊠ P , B × Wω is in
L⊗K for P -almost all ω ∈ Ω. The measure of Dω is η ⊗ κ(Dω) = η(B)κ(Wω), which is
P -integrable with integral η(B)

∫

Ω
κ(Wω) dP . Similarly, the section D(l,k) is Wk if l ∈ B,

and the space {0, 1}α with the cardinality α between the cardinality c of the continuum and 2c. Thus
the cardinality of {0, 1}α is at least 2c while the cardinality of our space K in Lemma 2 is c.

9See, for example, p. 308 of [22]. Similar adaption of the idea has been used in [13] to prove the
one-way Fubini property.
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and empty if l /∈ B, which is in F for κ-almost all k ∈ K. The measure of D(l,k) is
1B(l)P (Wk), which is η ⊗ κ-integrable with integral η(B)

∫

K
P (Wk)dκ. By the Fubini

property associated with κ ⊠ P again,
∫

Ω

η(B)κ(Wω) dP = η(B)

∫

Ω

κ(Wω) dP = η(B)

∫

K

P (Wk)dκ = η(B)(κ ⊠ P )(W ),

which means that
∫

Ω

η ⊗ κ(Dω) dP =

∫

L×K

P (D(l,k)) dη ⊗ κ = (η ⊗ (κ ⊠ P ))(D).

Hence, B × W ∈ D.
Next, we show that the collection D is also a Dynkin (or λ-) system on L × K × Ω.

Indeed, it is obvious that (i) L × K × Ω ∈ D; (ii) if D,D′ ∈ D and D′ ⊆ D, then
D − D′ ∈ D because 1D−D′ = 1D − 1D′ and Fubini property is closed under linear
combination; (iii) if Dn is an increasing sequence of sets in D, then 1Dn is an increasing
sequence of functions with limit 1∪∞

n=1
Dn , thus ∪∞

n=1D
n ∈ D according to the Monotone

Convergence Theorem (see the proof for a general sequence of functions below). Since
the collection of measurable rectangles of the form B × W for B ∈ L and W ∈ K ⊠ F
is π-system (i.e., closed under finite intersections) and generates L⊗ (K ⊠F), Dynkin’s
π-λ Theorem (see p. 277 of [1] or p. 24 of [8]) implies that D = L ⊗ (K ⊠ F). Hence V
contains all the indicator functions of the measurable sets in L ⊗ (K ⊠ F).

As mentioned above, the set V is closed under linear combinations. In particu-
lar, V contains all the measurable simple functions and the difference between any two
members. Note that each η ⊗ (κ ⊠ P )-integrable function is the difference between two
non-negative integrable functions and each non-negative integrable function is the point-
wise limit of an increasing sequence of non-negative simple functions. So we only need to
show that for any increasing sequence of non-negative functions in V with an integrable
pointwise limit, the limit function also belongs to V .

Now let h ∈ L1(η ⊗ (κ ⊠ P )), and {hn}∞n=1 be an increasing sequence of non-negative
functions in V with pointwise limit h (to be denoted by hn ↑ h). By the Monotone
Convergence Theorem (see [22]),

lim
n→∞

∫

L×K×Ω

hn d (η ⊗ (κ ⊠ P )) =

∫

L×K×Ω

h d (η ⊗ (κ ⊠ P )).

Since hn satisfies the Fubini property, we know that hn
ω is η ⊗ κ-integrable for P -almost

all ω ∈ Ω. For each ω ∈ Ω, hn
ω ↑ hω. The Monotone Convergence Theorem implies that

for P -almost all ω ∈ Ω,
∫

L×K
hn

ω dη ⊗ κ ↑
∫

L×K
hω dη ⊗ κ. By the Fubini property of hn

again,
∫

K×L
hn

ω dη ⊗ κ is P -integrable. Hence, the Monotone Convergence Theorem can
be applied again to obtain that

lim
n→∞

∫

Ω

(
∫

L×K

hn
ω dη ⊗ κ

)

dP =

∫

Ω

(
∫

L×K

hω dη ⊗ κ

)

dP.

Since
∫

Ω

(

∫

L×K
hn

ω dη ⊗ κ
)

dP =
∫

L×K×Ω
hn d (η ⊗ (κ ⊠ P )), we have

∫

Ω

(
∫

L×K

hω dη ⊗ κ

)

dP =

∫

L×K×Ω

h d (η ⊗ (κ ⊠ P )).
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The other half of the Fubini property for h can be proved in a similar way. Hence h ∈ V .
Therefore, we show that V = L1(η ⊗ (κ ⊠ P )), which means that the extended space

(L × K × Ω,L ⊗ (K ⊠ F), η ⊗ (κ ⊠ P )) is a Fubini extension.

Step 2. Now consider a new process F from C ×Ω to [0, 1] with F being the restriction
G|C×Ω of G to C × Ω, where G is the process in Step 1. The index probability space is
restricted to (C, T , γ) from the the product space (L×K,L⊗K, η⊗ κ), and the sample
space (Ω,F , P ) remains the same as in Step 1.

It is clear that for any (l, k) ∈ C, F(l,k) is a random variable on the sample space
with uniform distribution µ on [0, 1]. Moreover, F is an essentially pairwise independent
process. In fact, for any (l0, k0) ∈ C ⊆ L × K, the random variables F(l,k) = G(l,k) and
F(l0,k0) = G(l0,k0) are independent for any (l, k) ∈ {(l, k) ∈ L×K : k 6= k0}∩C, note that

γ[{(l, k) ∈ L × K : k 6= k0} ∩ C] = η ⊗ κ[{(l, k) ∈ L × K : k 6= k0}] = 1.

Recall that (L×K ×Ω,L⊗ (K⊠F), η ⊗ (κ ⊠ P )) is shown to be a Fubini extension
in Step 1. We shall prove that C ×Ω has η ⊗ (κ ⊠ P )-outer measure one. Let D be any
measurable set in L ⊗ (K ⊠ F) that contains C × Ω. Then, for each ω ∈ Ω, C ⊆ Dω.
By the Fubini property associated with η ⊗ (κ ⊠ P ), we have for P -almost all ω ∈ Ω,
Dω ∈ L ⊗ K, and hence η ⊗ κ(Dω) = 1 since C has η ⊗ κ-outer measure one. By the
Fubini property associated with η⊗(κ⊠P ) again, η⊗(κ⊠P )(D) =

∫

Ω
η⊗κ(Dω) dP = 1.

Based on the Fubini extension (L×K×Ω,L⊗(K⊠F), η⊗(κ⊠P )), we can construct
a measure structure on C×Ω as follows. Let E = {D∩(C×Ω) : D ∈ L⊗(K⊠F)} (which
is a σ-algebra on C × Ω), and ν be the set function on E defined by ν(D ∩ (C × Ω)) =
η ⊗ (κ ⊠ P )(D) for any measurable set D in L ⊗ (K ⊠ F). Then, ν is a well-defined
probability measure on (C ×Ω, E) since the η ⊗ (κ ⊠ P )-outer measure of C ×Ω is one.
It is obvious that the process F is E-measurable.

Next, we show that the probability space (C × Ω, E , ν) extends the usual product
probability space (C × Ω, T ⊗ F , γ ⊗ P ). Fix any Y ∈ T and A ∈ F . Then, there is a
measurable set U ∈ L⊗K such that Y = U∩C. The rectangle Y ×A is (U×A)∩(C×Ω);
and hence it belongs to E . By the definitions of γ and ν, we know that

(γ ⊗ P )(Y × A) = γ(Y ) · P (A) = (η ⊗ κ)(U) · P (A) = (η ⊗ κ ⊗ P )(U × A)

= η ⊗ (κ ⊠ P )(U × A) = ν[(U × A) ∩ (C × Ω)] = ν(Y × A).

Since E contains all the rectangles Y ×A for Y ∈ T and A ∈ F (which generate T ⊗F), it
contains T ⊗F . Since the probability measures (γ⊗P ) and ν agree on all the rectangles
Y ×A for Y ∈ T and A ∈ F (which generate T ⊗F and form a π-system), the theorem
on the uniqueness of measure (p. 404 of [8]) implies that (γ ⊗ P ) and ν must agree on
T ⊗ F . Therefore, (C × Ω, E , ν) is an extension of (C × Ω, T ⊗ F , γ ⊗ P ).

In the following, we shall show that (C × Ω, E , ν) is a Fubini extension. Fix any
measurable set E ∈ E . Then, E = D ∩ (C × Ω) for some D ∈ L ⊗ (K ⊠ F).

For each ω ∈ Ω, Eω = Dω ∩ C. By the Fubini property associated with η ⊗ (κ ⊠ P ),
we have for P -almost all ω ∈ Ω, Dω is in L ⊗ K, which means that Eω ∈ T with
γ(Eω) = η ⊗ κ(Dω). By the same Fubini property again, η ⊗ κ(Dω) is P -integrable with
integral

∫

Ω
η⊗κ(Dω)dP = η⊗ (κ⊠P )(D). Hence,

∫

Ω
γ(Eω) dP = η⊗ (κ⊠P )(D), which

implies that
∫

Ω
γ(Eω) dP = ν(E) by the definition of ν.
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Next we shall prove the other part of the Fubini property associated with ν for the
measurable set E ∈ E . Recall that ν(E) = η ⊗ (κ ⊠ P )(D). By the Fubini property
associated with η ⊗ (κ ⊠ P ), the function P (D(l,k)) on L × K is integrable over (L ×
K,L ⊗K, η⊗κ) with integral η⊗(κ⊠P )(D) =

∫

L×K
P (D(l,k)) d η⊗κ. Since (L×K,U , γ)

is an extension of (L × K,L ⊗K, η ⊗ κ), P (D(l,k)) is integrable over (L × K,U , γ) with
∫

L×K
P (D(l,k)) d γ =

∫

L×K
P (D(l,k)) d η⊗κ. Since C ∈ U with measure γ(C) = 1 and T

is the restriction of U to C, the restriction of P (D(l,k)) to C is integrable over (C, T , γ)
with

∫

C
P (D(l,k)) dγ =

∫

L×K
P (D(l,k)) d γ. Since E(l,k) = D(l,k) for any (l, k) ∈ C, we

know that P (E(l,k)) is integrable over (C, T , γ) with
∫

C
P (E(l,k)) dγ =

∫

C
P (D(l,k)) dγ.

By combining all these equalities together, we obtain that ν(E) =
∫

C
P (E(l,k)) dγ.

Therefore the indicator function 1E satisfies the Fubini property for any measurable
set E ∈ E . The rest of the proof of the Fubini property is the same as in Step 1. Thus
the probability space (C ×Ω, E , ν) is a Fubini extension of the usual product probability
space (C × Ω, T ⊗ F , γ ⊗ P ).

Step 3. Now let f : I ×Ω → [0, 1] be another process defined by f(i, ω) = F (ψ−1(i), ω)
for any (i, ω) ∈ I ×Ω, where F is the process in Step 2 and ψ the isomorphism between
the probability spaces (C, T , γ) and (I, I, λ). It is clear that the process f is essentially
pairwise independent and the random variable fi has uniform distribution µ on [0, 1] for
any i ∈ I.

Given the Fubini extension (C ×Ω, E , ν) of the usual product probability space (C ×
Ω, T ⊗F , γ⊗P ) in Step 2, we can use the bijection (ψ, IdΩ) from C×Ω to I×Ω to construct
a σ-algebra W = {H ⊆ I × Ω : (ψ, IdΩ)−1(H) ∈ E} on I × Ω, where IdΩ is the identity
map on Ω. Define a probability measure ρ on W by letting ρ(H) = ν[(ψ, IdΩ)−1(H)]
for any H ∈ W . Therefore, (ψ, IdΩ) is also an isomorphism between the two probability
spaces (C × Ω, E , ν) and (I × Ω,W , ρ). The process f is obviously W-measurable.

For S ∈ I and Y ∈ F , the definition of I implies that ψ−1(S) ∈ T , and hence
(ψ, IdΩ)−1(S×Y ) ∈ T ⊗F ⊆ E . Therefore, the definition of W implies that S×Y ∈ W .
By the definition of ρ,

ρ(S × Y ) = ν[(ψ, IdΩ)−1(S × Y )] = ν[ψ−1(S) × Y ] = γ ⊗ P [ψ−1(S) × Y ]

= γ[ψ−1(S)] · P (Y ) = λ(S)P (Y ) = λ ⊗ P (S × Y ).

The probability measures ρ and λ ⊗ P agree on all the rectangles S × Y for S ∈ I and
Y ∈ F , which generate I ⊗ F and form a π-system. As in Step 2, the theorem on the
uniqueness of measure (p. 404 of [8]) implies that (λ ⊗ P ) and ρ must agree on I ⊗ F .
Therefore, (I × Ω,W , ρ) is an extension of (I × Ω, I ⊗ F , λ ⊗ P ).

Next, we prove the Fubini property associated with ρ. As in Step 2, we only prove
this property for any measurable set H ∈ W . Let E = (ψ, IdΩ)−1(H); then E ∈ E and
ν(E) = ν[(ψ, IdΩ)−1(H)] = ρ(H).

It is obvious that for any ω ∈ Ω, ψ−1(Hω) = Eω, and Hω = ψ(Eω). By the definition
of λ, λ(Hω) = γ[ψ−1(Hω)] = γ(Eω). By the Fubini property associated with ν for E,
for P -almost all ω ∈ Ω, Eω ∈ T , and thus it follows from the definition of I that
Hω = ψ(Eω) ∈ I. By the Fubini property associated with ν for E again, the P -
integrable function γ(Eω) has integral ν(E) =

∫

Ω
γ(Eω) dP . Since ρ(H) = ν(E), we

have ρ(H) =
∫

Ω
λ(Hω) dP .
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For the other part of the Fubini property associated with ρ for H, note that Hi =
Eψ−1(i) for each i ∈ I. By the Fubini property of ν for E, there is a set T ∈ T with
γ(T ) = 1 such that for any (l, k) ∈ T , E(l,k) ∈ F . Hence, ψ(T ) ∈ I with λ(ψ(T )) = 1,
and for each i ∈ ψ(T ), Hi = Eψ−1(i) ∈ F . By the Fubini property of ν for E and the
formula for changing variables,

ν(E) =

∫

C

P (E(l,k)) dγ =

∫

T

P (E(l,k)) dγ =

∫

ψ(T )

P (Eψ−1(i)) dλ

=

∫

ψ(T )

P (Hi) dλ =

∫

I

P (Hi) dλ.

Since ρ(H) = ν(E), we have ρ(H) =
∫

I
P (Hi) dλ.

Therefore, (I × Ω,W , ρ) is a Fubini extension. As in Definition 3, we denote (I ×
Ω,W , ρ) by (I × Ω, I ⊠ F , λ ⊠ P ). ✷

In the following lemma, we restate Proposition 5.3 of [23].

Lemma 4 Let (I ×Ω, I ⊠F , λ ⊠ P ) be a Fubini extension, and X a complete separable
metric space. Assume that there exists an essentially pairwise independent process f from
I ×Ω to [0, 1] such that f is I⊠F-measurable, and for each i ∈ I, the distribution of the
random variable fi is the uniform distribution µ on [0, 1].10 Then, for any measurable
mapping ϕ from (I, I, λ) to the space M(X) of Borel probability measures on X, there
is a I ⊠ F-measurable process g from I × Ω to X such that the random variables gi are
essentially pairwise independent, and the distribution Pg−1

i is the given distribution ϕ(i)
for λ-almost all i ∈ I.

Proof of the Theorem 1: It is now obvious that Theorem 1 follows from Proposition
1 and Lemma 4. ✷
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