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PANEL DATA ANALYSIS

Neelu Seetaram and Sylvain Petit

Introduction
Panel data sets are also known as longitudinal data or cross sectional time-series data. They have spatial (N) and temporal (T) dimensions. They constitute of a number of observations overtime on a number of cross sectional units such as individuals, firms, and countries allowing researchers to analyse the dynamics of change in short time series data. According to Baltes and Nesselroade (1979), longitudinal data and techniques involve “a variety of methods connected by the idea that the entity under investigation is observed repeatedly as it exists and evolves over time”. These methods have been applied in different research disciplines. Frees (2004) posits that they have developed because important databases have become available to empirical researchers.

The term panel data was introduced by Lazarsfeld and Fiske (1938, in Frees 2004) in their study of the effect of the relationship between radio advertising and product sales, where they proposed to interview a ‘panel’ of consumer overtime. Toon (2000 in Frees 2004), acknowledges Engel’s 1857 budget surveys as one earliest application of longitudinal data. In this survey Engel collected data on the expenditure pattern from the same set of subjects over a period time. The aim was to study expenditure on food as a function of income. Panel data modelling and estimation techniques developed in the second half of the twentieth century. Early application of this technique are those Kuh (1959), Johnson (1960), Mundlak (1961) and Hoch (1962) who used the fixed effect models (explained later in the text) and Balestra and Nerlove (1966) and Wallace and Hussain (1969) who used the random effect models (explained later in the text).

This chapter focuses on the application of panel data techniques in the tourism literature. The chapter is organised as follows: The next section explains panel data modelling technique emphasising on the difference between fixed and random effects. Dynamism in modelling is introduced and the implication for model estimation is discussed. The chapter then devotes a section to unit root and cointegration tests which is followed by an illustration of the application of panel data analysis in tourism research namely, in tourism demand modeling.
and in explorations of the relationship between tourism and economic growth. The conclusion spells out the limitations of this technique and directions for future research.

**Panel Data Modelling Techniques and Benefits**

Panel data analysis offers several advantages. The most obvious is that inferences are performed using a larger sample and the lack of degrees of freedom is fairly unlikely to occur. According to Baltagi (2005), more complex relationships can be modelled, for example temporal changes in cross-section can be analysed. One of the most important advantages however, is that panel data modelling allows for the control of heterogeneity in the sample.

A standard approach to model the relationship between \( Y \) (dependent variable) and \( X \), a set of explanatory variables, is given below where \( \varepsilon \) is the stochastic error term which takes into account the variation in the expected value of \( Y \) which cannot be explained by the \( X \)'s.

\[
y_{it} = x'_{it}\beta_i + \varepsilon_{it} \tag{1}
\]

For example in a tourism demand model, \( Y \) can stand for the number of arrivals to a particular destination while the \( X \)'s include factors affecting demand, such as income in the home country, relative prices, marketing expenditure, transportation cost and so on. The \( X \)'s or explanatory variables can be included in the model so long as they are observable and measurable. There are however, factors such as culture and other unique characteristics of the individuals or groups under study which are not observable or measurable but which influence the outcome of expected \( Y \). These factors are referred to as the heterogeneity and are not directly part of Equation 1. The effect is incorporated in the one of the \( \beta \)'s, should they be correlated with the respective \( X \) or otherwise included in \( \varepsilon \). As a result, in the first case, the estimated \( \beta \) will not reveal the true effect of the variation in \( X \) on expected \( Y \). By modeling the relationship between \( X \) and \( Y \), using the panel data technique, the researcher is able to separate the effect of the heterogeneity from that of \( \beta \).

Suppose K number of subjects are observed over time. The response subject of \( Y_{1t} \) will tend to be similar to responses in previous years but different to the rest \( Y_{2t}, Y_{3t}, \ldots, Y_{k-1,t} \). That is, there is uniqueness in the behaviour of this subject and this is assumed to be constant over time. The uniqueness of \( Y_1 \) can be attributed to factors such as culture, and past experience (for a person) business practices, (for a firm), history, or system of government (for a
country). For example, the cultural and historical links that Australia and UK share may be expected to promote international tourism flows between the two countries. In this respect, tourism flows to Australia from UK are expected to be influenced by factors which are unique to travellers from this source and not pertinent for travellers from other home countries. In a panel data model, the uniqueness of each market in the sample is captured by \( \mu_i \) which is the unobserved heterogeneity in the sample as given in Equation (2) below.

\[
y_{it} = \mu_i + x'_{it}\beta_i + \epsilon_{it}
\]  

(2)

The additional benefit of including \( \mu_i \) in the model is that it offers a potential solution to the problem of omitted variables and measurement errors in data. Lack of data is the most common problem faced by researchers. In regression analysis, it often results in the omission of relevant variables from the model. This may give rise to potential model specification errors for example, due to difficulties in obtaining data on marketing expenditure, this variable is often omitted from tourism demand model, although \textit{a priori}, it is expected to be relevant in explaining demand.

Consider Equation 3, where \( Y_{it} \) is determined by three variables.

\[
y_{it} = \beta_1 x_{1it} + \beta_2 x_{2it} + \beta_3 x_{3it} + \epsilon_{it}
\]  

(3)

omitting \( x_3 \) from the model will reduce Equation 3 to Equation 4, where the effect of \( X_3 \) is soaked by the \( \epsilon_{it} \). The actual model estimated is

\[
y_{it} = \beta_1 x_{1it} + \beta_2 x_{2it} + \beta_3 x_{3it} + u_{it}
\]  

(4)

where \( U_{it} = x_{3it} + \epsilon_{it} \). In this case the residuals include the effect of \( x_{3it} \) and will display patterns leading to the conclusion that the model may be suffering from serial correlation (Green, 1999). The implications for the \( \hat{\beta} \)’s will depend on whether the \( X_{it} \)'s are correlated with \( X_{3it} \). If so, the estimated coefficients will be biased. If on the other hand, the covariance between \( X_{3it} \) and the \( X_{it} \)'s is equal to zero, \( \hat{\beta} \)’s will be unbiased and consistent. According to Wooldridge (2002),
panel data modelling technique offers an effective solution to this problem. The inclusion of \( \mu_i \) in Equation 4 will solve the problem as it will absorb the effect of \( X_{3t} \). This solution is also applicable when measurement errors are present in the data.

Taking the example of tourism model, Seetaram (2010) explains the complexities that arise when faced with the computation of airfare elasticities. Airfare data are often plagued with measurement errors which arise mainly because of the wide array of airfares and travel class categories which are prevalent in the market. This makes the task of the researcher complex as often no choice is left but to use an average airfare to represent the transportation cost to the destination. Average airfare is not always a good representation of actual airfare. Suppose that airfare, \( x_{3t} \) is measured with errors such that the actual variable which is included in the model is \( x_{3t}^* = x_{3t} + v_t \). The model estimated is given by:

\[
y_t = \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_{3t}^* + \eta_{it} \tag{5}
\]

where \( \eta_{it} = \varepsilon_{it} + v_t \).

In Equation 5, the stochastic error term is given by \( \eta_t \). The covariance \( \text{cov}(\eta_t, x_{3t}^*) = -\beta \delta_v \), where \( \delta_v^2 \) is the variance of the measurement error (Green, 1999). This violates the crucial assumption of non-correlation between any explanatory variable and the residuals of the equation (Green, 1999). As a consequence, all the Ordinary Least Squares (OLS) estimators, \( \hat{\beta} \)'s will be biased and inconsistent and \( \hat{\beta}_3 \) will be attenuated. If instead the relationship between \( Y \) and the explanatory variables are modelled using the format of Equation 2, the measurement errors, \( v_t \), will be absorbed by the unobserved heterogeneity \( \mu_i \), leaving \( \varepsilon_{it} \) free from its effect.

**Fixed Effect and Random Effects**

There are two ways of modeling \( \mu_i \), namely the fixed and random effect. The choice between these two depends on whether \( \mu_i \) is correlated to any of the other explanatory variables of the model (Wooldridge, 2002). Equation 2 is formulated using the fixed effect (FE) technique. This method assumes that the heterogeneity in the model is \( \mu_i \), time invariant and specific to the individual group. In Equation 2, the slopes are fixed but the intercepts vary for each cross section. This is equivalent to adding a dummy specific for each cross section which is why it is also referred to as the Least Square Dummy Variable (LSDV) method. The slopes are treated as constant across group and across time. It is however, possible to allow the slope to vary across groups, across time or both (Hsiao, 2003). The rationale behind this modelling
approach is that since $\mu_i$ accounts for time invariant characteristics of the group, it removes the pernicious effect of omitted variables (Allison, 2005). Fixed effect is often chosen as a precaution against omitted variable bias. The drawback is that $\mu_i$ cannot be used to assess the effect of characteristics which changes overtime.

The FE technique explores the relationship between explanatory and dependant variables within one individual group. For each group, the variations of the all variables from their mean values are considered and the estimated coefficients are also known as the within estimates. This can be a limitation of the FE method as in-between variations are ignored. Furthermore, only the effect of variable with sufficient variability can be analyses. For example, in a longitudinal study of individual’s tourist’s perception of the quality of destination attributes, the effect of gender and ethnicity cannot be analyzed. The modeler is expected to make a trade-off between sample variability and omitted variable bias (Allison, 2005). However, as explained before the effects of these time-invariant factors are controlled in the FE model. In circumstances when the in between variation are not relevant, FE model makes use of maximum information, yielding errors terms with smaller variations (Allison, 2005). FE models may additionally include an error component which changes over time but not for each unit, $\tau_t$. $\tau_t$ is treated as a constant in the model.

$$y_{it} = x'_{it}\beta + \mu_i + \tau_t + \varepsilon_{it} \quad (6)$$

Taking the example of the tourist demand model, consider a sample which includes arrivals from 10 sources over a period of 10 years. The aim is the find the income and price elasticities of demand. Each market is a group in the sample. $\mu_{uk}$ will take into account all characteristics of UK other than price and income that will influence arrivals to Australia. UK as a market has certain characteristics which may or may not influence income and relative prices in the country. For example, $\mu_i$ can stand for system of government, democracy, which may or may not be related to income level in UK. However, in the instant that there exists such a relationship, then the inclusion of $\mu_i$ controls for the effect of democracy and allows the estimation of the net effect of income on number of arrivals from UK. The FE technique also assumes that $\mu$ is unique to UK and is not correlated to the characteristics of other countries in the sample. Any correlations between $\mu_{uk}$ and $\mu_	ext{usa}$ are ignored.
If, however, $\mu_i$’s are correlated to one another and to the error terms of other groups, the resulting variance will be high making statistical inference dubious. A better approach in this case will be to use the random effect (RE) technique. In the RE approach, variation across entities is assumed to be random and uncorrelated with independent variables in the model. The RE model is given as

$$y_{it} = x_{it}'\beta + \mu_{it} + \tau_t + \varepsilon_{it} \quad (7)$$

$\mu_{it}$ is referred to as the between-group error. The advantage of RE is that since variation across the sample are considered it permits the study of time invariant factors such as gender, ethnicity and race in the model. The RE method use variations both within and between individuals, random effects methods typically have less sampling variability than fixed effects methods (Allison, 2005). The problem however, is that all relevant measurable variables need to be included in the model and since data on a few may not be available therefore leading to omitted variable bias in the model.

The choice between FE and RE depends on whether $\mu_i$ is correlated to any of the other explanatory variables of the model (Wooldridge, 2002). When such a correlation exists, the fixed effect technique is superior. Otherwise, the random effect is more parsimonious and gives more efficient estimates (Wooldridge, 2002). A formal test for assessing the correlation between the unobserved heterogeneity and other explanatory variable is the Hausman (1978) specification test. In the tourism literature, FE method has been more frequently applied since the groups under observations are often markets, or destinations which have characteristics which influence the other explanatory variables of the model. The rest of the chapter will focus on the FE modelling method.

**Dynamic Panel Data Models**

By nature, all panel data models are dynamic since they are taking into account the time series dimension of the sample. However, functions which specifically model the effect of lagged dependent variables are referred to as dynamic panel data models. A general dynamic panel data model with FE effect is given as Equation 6 below.

$$y_{it} = \gamma_iy_{i,t-1} + \beta_0 + x_{ikt}'\beta_k + \mu_i + \varepsilon_{it} \quad (8)$$
It is assumed that:

(a) \( \mu_i \sim (N, \sigma_{\mu}^2) \) and \( \varepsilon_{it} \sim (N, \sigma_{\varepsilon}^2) \) where \( \sigma_{\mu}^2 \geq 0 \) and \( \sigma_{\varepsilon}^2 > 0 \)

(b) The explanatory variables are strictly exogenous, that is they are not correlated with the error terms. i.e. \( E(\varepsilon_{it} \varepsilon_{js}) = 0 \) for \( i \neq j \) or \( t \neq s \).

(c) The unobserved heterogeneity, if it is present, is random. i.e. \( E(\mu_i \mu_j) = 0 \) for \( i \neq j \)

(d) The unobserved heterogeneity is uncorrelated within the countries and with the error i.e. \( E(\mu_i \varepsilon_{js}) = 0 \) for \( \forall \ i, j, t, s \)

(e) The explanatory variables are strictly exogenous, that is they are not correlated with the error terms. i.e. \( E(x_{it} \varepsilon_{js}) = 0 \) for \( \forall \ i, j, t \)

(f) The unobserved heterogeneity are correlated with the predetermined variables i.e. \( E(x_{it} \mu_j) = 0 \) for \( \forall \ i, j, t \)

(g) \( \gamma_{i0} \) is uncorrelated with the error term i.e. \( E(\gamma_{i0} \varepsilon_{jt}) = 0 \) for \( \forall \ i, j, t \)

(h) \( \gamma_{i0} \) can be correlated with the unobserved heterogeneity. i.e. \( E(\gamma_{i0} \mu_j) = \text{unknown} \) for \( \forall \ i, j \)

Dynamic panel data analysis is becoming increasingly popular in the tourism literature modeling. In tourism demand model, this \( \gamma_i \) accounts for destination loyalty and repeat visitations. It takes into account to extent to which current visits are dependent on the number of past visits. It takes into account the effect of habit persistence in demand and the extent to which consumer react to \textit{ex-post} information available. \( \gamma_i \) is an indication of the efficiency of information diffusion through word-of-mouth.

Generally, the functional form utilized for Equation 8 is that of double logarithm implying that the \( \hat{\beta} \)’s are the short term elasticities. The long term elasticities the long term elasticities \( \hat{\beta}^* \) may be obtained by

\[
\hat{\beta}^* = \frac{\hat{\beta}}{1 - \gamma}
\]

The most widely used estimation technique for dynamic panel data sets in the tourism literature has been has been the Arrelano Bond (1991). Examples of studie swhihe have

**Estimation Technique**

Estimating $\hat{\beta}$ using standard LSDV method yields biased and inconsistent estimators. The LSDV estimator, also referred to as the covariance estimator, is given by:

$$\hat{\beta}_{\text{LSDV}} = \left[ \sum_{i=0}^{N} \sum_{t=1}^{T} (x_{it} - \bar{x}_{it}) (y_{it} - \bar{y}_{it})' \right]^{-1} \left[ \sum_{i=0}^{N} \sum_{t=1}^{T} (x_{it} - \bar{x}_{it}) (y_{it} - \bar{y}_{it})' \right]$$  \(10\)

where $\bar{y}_{it} = \frac{1}{T} \sum_{t=1}^{T} y_{it}$ and $\bar{x}_{it} = \frac{1}{T} \sum_{t=1}^{T} x_{it}$, and $\hat{\beta}_{\text{LSDV}}$ is the estimated true coefficient of the exogenous variable $x_{it}$. $\bar{x}_{it}$ and $\bar{y}_{it}$ are the mean of $x_{it}$ and $y_{it}$ respectively. $\hat{\beta}_{\text{LSDV}}$ will be biased and inconsistent unless $T \to \infty$ (Nickell, 1981; Anderson and Hsiao, 1981; Arellano and Bond, 1991; Kiviet, 1995; Judson and Owen, 1999). This occurs because in Equation 8, $y_{it-1}$ will be correlated with the mean of the stochastic error term models $\varepsilon_{it}$ by construction and will be correlated to $\varepsilon_{it-1}$ which is contained in $\varepsilon_{it}$ (Hsiao, 2003).

Anderson and Hsiao (AH) (1981) and Arellano and Bond (AB) (1991) show that the bias may be reduced by first differencing Equation 8 and using the lagged level values of the $y_{it}$ as instruments. Consider Equation 11 below which is similar to Equation 8 but for simplicity, the vector of exogenous variables $x$ is left out.

$$y_{it} = \gamma y_{it-1} + \mu_i + \varepsilon_{it} \quad i = 1, 2,...N, t= 1, 2,...T \quad (11)$$

$\mu_i$ is the fixed effect which is the cause of the bias in the estimation by LSDV. To eliminate $\mu_i$, Anderson and Hsiao (AH) (1981) suggest that first difference transformation be applied to Equation (11). First differencing Equation (11) gives the following:

$$(y_{it} - y_{it-1}) = \gamma(y_{it-1} - y_{it-2}) + (\varepsilon_{it} - \varepsilon_{it-1}) \quad (12)$$
Equation (12) is a first difference autoregressive process of order one with no exogenous regressors. \( \Delta y_{it-1} = (y_{it-1} - y_{it-2}) \), is correlated with the error \( (e_{it} - e_{it-1}) \). The second lag \( y_{it-2} \), and the first difference of this second lag, \( \Delta y_{it-2} = (y_{it-2} - y_{it-3}) \), are possible instruments, since they are both correlated with \( (y_{it-1} - y_{it-2}) \) but are uncorrelated with \( (e_{it} - e_{it-1}) \), as long as the \( e_{it} \) themselves are not serially correlated (Anderson and Hsiao, 1981). Using the second lag and the first difference of this second lag as instrumental variables, two estimators \( \hat{\gamma}_{IV} \) and \( \hat{\gamma}^*_IV \) can be developed. These are given in (13) and (14).

\[
\hat{\gamma}_{IV} = \frac{\sum_{i=1}^{N} \sum_{t=3}^{T} (y_{it} - y_{it-1})(y_{it-2} - y_{it-3})}{\sum_{i=1}^{N} \sum_{t=3}^{T} (y_{it-1} - y_{it-2})(y_{it-2} - y_{it-3})}
\]

(13)

\[
\hat{\gamma}^*_IV = \frac{\sum_{i=1}^{N} \sum_{t=2}^{T} (y_{it} - y_{it-1})y_{it-2}}{\sum_{i=1}^{N} \sum_{t=2}^{T} (y_{it-1} - y_{it-2})y_{it-2}}
\]

(14)

These estimators are consistent when \( N \to \infty \) or \( T \to \infty \) or both. AB argue that more efficient estimators can be obtained by taking in additional instruments whose validity is based on orthogonality between lagged values of the dependent variable \( y_{it} \) and the errors \( e_{it} \). These results are confirmed by Kiviet (1995) and Judson and Owen (1999). However the bias persists in samples with small \( T \) (Kiviet, 1995; Judson and Owen, 1999). In fact it increases with the value \( \gamma \) and decreases with \( T \) (Kiviet, 1995). An estimator that relies on lags as instruments under the assumption of white noise errors will lose its consistency if the errors are serially correlated (Kiviet, 1995).

Using simulations to generate data, Judson and Owen (1999) performed an exercise with a panel of varying size. The number of cross sections, \( N \), takes the values of 20 or 100 and the number of time periods, \( T \), is given the values of 5, 10, 20 and 30. Judson and Owen (1999) show that although the value of the bias falls as \( T \) increases, it is nevertheless still considerable at \( T = 30 \) and can be as high as 20 percent of the true value of the parameter.
They prove that estimates resulting from the AB technique have higher variances than the LSDV estimators supporting earlier results of Kiviet (1995).

LSDV estimates are more efficient than any other class of estimates developed for autoregressive panel data models (Kiviet, 1995; Judson and Owen, 1999). The removal of the bias in LSDV estimates opens the possibility of obtaining more robust estimates (Kiviet, 1995). Kiviet (1995) evaluated the bias in the true parameters based on a Monte Carlo study and developed a method to correct for potential bias in the estimated parameters when the true parameters are known. On a practical level however, true parameters are seldom known, in which case Kiviet (1995) suggests that estimates be obtained, using the techniques proposed by AH (1981) and AB (1991). These estimates can then be corrected for the bias by applying the Kiviet (1995) Corrected LSDV (CLSDV) method. This method is only applicable to balanced samples- samples which contain the same number of observations for each cross section. In the tourism literature, authors such as Cortés-Jiménez (2008) in her study of regional tourism in Spain and Italy and Soukiazis and Proença (2008) examining regional tourism in Portugal have employed this technique.

Unit Root and Cointegration Tests
Classical statistical inferences rely on data being mean reverting. However, economic variables which tend to evolve over time are not always stationary and failure to account for this will result in spurious regression results. To circumvent such problems, unit roots are carried out to ascertain that regression results are valid. However, while testing for unit root is standard in the time series literature, it is quite recent in panel data (Baltagi, 2005). In the tourism literature although not very common, the availability of samples with fairly large time dimensions has resulted in more testing for unit root in the panel data set up, for example, Lee and Chang (2008) in a study of tourism development and economic growth and Seetaram (2010, 2012) in the context of Australian outbound tourism.

In the panel data setup, panel unit roots tests have higher power than unit root tests based on individual time series for each of the cross section, since the later performs poorly when data periods are short (Baltagi, 2005; Banerjee, 1999; Banerjee et al., 2004; Levin, Lin and Chu, 2002; Im, Persaran and Shin, 2003, and Pedroni, 1999). Several tests for unit roots in panel data have been developed. A few examples are Maddala and Wu (1999), Breitung (2000) and Choi (2001). According to Baltagi (2005) however, the two most efficient tests for
stationarity in a panel data setting are Levin, Lin and Chu (hereafter LLC, 2002) and Im, Pesaran and Shin (hereafter IPS, 2003). The fundamental difference between these two tests rests on the assumption made regarding the autoregressive process (Baltagi, 2005):

1. LLC assumes that the autoregressive process is common for all cross sections, that is \( \rho = \rho_i \) in Equation 15 given below.

2. IPS assumes that the persistence parameter, \( \rho_i \) is allowed to vary across the cross sections.

Both tests are based on estimating the following equation:

\[
\Delta y_{it} = \rho_i y_{it-1} + \sum_{j=1}^{z_i} \phi_{ij} \Delta y_{it-j} + \varepsilon_{it}
\]  

(15)

\( y_{it} \) is the dependent variable being tested for unit root. \( \Delta \) denotes the first difference in the dependent variable \( y_{it} \). \( z_i \) is the number of lags to be included in the testing. \( \varepsilon_{it} \) are the error terms. \( \rho_i \) and \( \phi_{ij} \) are parameters.

LLC assumes that the error term \( \varepsilon_{it} \) is independent across the units of the sample and have a fixed variance. LLC tests the hypothesis that each of the series in the panel contains a unit root against the hypothesis that all individual series are stationary. This can be written as:

\[
H_0 : \quad \rho = \rho_i = 0 \text{ for all } i \quad \sim \quad All \ the \ individuals \ have \ a \ unit \ root.
\]

\[
H_1 : \quad \rho = \rho_i < 0 \text{ for all } i \quad \sim \quad All \ the \ individual \ series \ are \ stationary.
\]

The IPS test assumes that the panel is balanced. It hypothesises that each of the series contains a unit root against the alternative hypothesis, that at least one of the series is stationary. These can be represented as follows:

\[
H_0 : \quad \rho_i = 0 \text{ for all } i \quad \sim \quad All \ the \ series \ have \ unit \ roots.
\]

\[
H_1 : \begin{cases} \rho_i = 0 \text{ for } i = 1,2,\ldots,N_1 \\ \rho < 0 \text{ for } i = N + 1, N + 2,\ldots,N \end{cases} \quad \sim \quad Some \ of \ the \ series \ have \ unit \ roots
\]
are the cross sections in the panel data set. This method involves regressing the individual series for each of the cross sections. The critical value for the hypotheses is obtained by taking the average of the student t-statistics for the $\rho_i$ from the individual regressions. This is given by:

$$
\bar{t}_{NT} = \left( \frac{\sum_{i=1}^{N} t_{iT}(\rho_i)}{N} \right)
$$

Series containing unit roots are non-stationary processes which have time-varying mean and variance that increases as sample size grows (Baltagi, 2005).

When variables are individually integrated of the same order such as the ones in this study), a linear combination of these variables can still be stationary (Baltagi, 2005; Banerjee, 1999; Banerjee et al., 2004; Pedroni, 2004). If the series are found to be cointegrated then is at least one cointegrating vector which renders the combination of variables stationary. Furthermore, it implies that there is long run relationship among the variables.

The conventional cointegration tests suffer from low power when applied to samples with small time dimension, such as the one used in this chapter (Baltagi, 2005; Banerjee, 1999; Banerjee et al., 2004 Pedroni, 2004). Panel cointegrating techniques have been developed to allow researchers to pool information regarding common long run relationships from across the panel. In addition, such techniques allow the associated short run dynamic and fixed effects to be heterogeneous across the different members of the panel (Baltagi, 2005; Banerjee, 1999; Banerjee et al., 2004; Pedroni, 1999; 2004). This chapter focuses on the Pedroni (1999) test as it is one of the most widely used test for cointegration in panel data. The first step in this test is to estimate a cointegrating relationship with fixed effects and heterogeneous time trends for each of the cross section of the study individually. Then the cointegration tests are performed based on the residuals obtained (Banerjee, 1999; Banerjee et al., 2004; Pedroni, 1999; 2004).

Pedroni (1999) proposes seven tests for cointegration in the panel data framework. Four of these tests are referred to as the ‘panel cointegrating statistics’ or the within-dimension based statistics (Pedroni, 1999, pp. 658). In these tests, he assumes that there is a common
cointegrating relationship among the variables. For these four tests, the residuals are pooled across the time dimension of the panel. An autoregressive function is regressed and the autoregressive coefficient is given by $\nu_i$. This method assumes that $\nu_i = \nu$, that is, it is common for all countries. The alternate hypothesis is that there is a cointegrating relationship for all the cross sections given as (Pedroni, 1999):

\[
H_0 : \quad \nu = \nu_i = 1 \quad \sim \quad \text{All of the individuals are not cointegrated}
\]
\[
H_0 : \quad \nu = \nu_i < 1 \quad \sim \quad \text{All of the individuals are cointegrated}
\]

By contrast, the remaining three tests are called the ‘group mean cointegrating statistics’ or the between-dimension. These tests statistics are based on pooling the residuals of the regression along the cross sections of the panel (Pedroni, 1999). In these tests, estimators average the individually estimated autoregressive coefficient for each cross section (Pedroni (1999). The hypotheses here are given by:

\[
H_0 : \quad \nu_i = 1 \quad \sim \quad \text{All of the individuals are not cointegrated}
\]
\[
H_0 : \quad \nu_i < 1 \quad \sim \quad \text{All of the individuals are cointegrated}
\]

The group mean statistics can be considered as more accurate, as they allow for more heterogeneity among the countries, and produce consistent estimates (Pedroni, 2001). The higher value of the group mean statistics can be considered to be a more accurate representation of the average long run relationship (Pedroni, 2001).

It can be noted however, that in general the unit root cointegration tests increase the probability of determining if data are stationary or not and whether they are cointegrated (Banerjee, 1999; Banerjee et al. 2004). However, one limitation of these tests is that they assume no cross sectional correlation in the sample (Banerjee, 1999; Banerjee et al., 2004). Banerjee et al. (2004) showed that the results of cointegration tests were susceptible to dependence among the cross sections. This means that the power of the tests is reduced in cases where the cross sections are not independent. In spite of this, in panel data sets, the problem of spurious regression results is not expected to be as serious as in pure time series. As demonstrated by Phillips and Moon (1999), noise in time series regression is lessened by pooling cross section and time series observations, implying that the model may be estimated in level form without risking spurious results.
Applications of the panel data techniques in tourism data analysis

The empirical literature based on the panel data methods and applied to the tourism sector, can be divided into two broad areas. The first concerns the determinants of tourism demand. This topic of demand modelling is not recent and goes back Rugg (1972). The study of international tourism arrivals and receipts is a vibrant area of research and it cannot be confined to gravity models due to factors such as seasonality, cultural links or time constraints which are particular to the consumption of tourism products. The second area consists mainly of analysis of the link between tourism and economic growth. Since, several destinations for example, Spain, Italy and Portugal have simultaneously experienced economic development and expansion of their tourism sector, especially following the adoption of the Millennium goals for the economic development, many authors have attempted to estimate the real impact of international tourism on economic growth.

In tourism demand modelling, after a short period of application of standard and classic panel data models (OLS with fixed effects or random effects), the literature had been characterized by a high volume of dynamic panel models. Additionally, from the second half of 2000 onwards, several of the works employ cointegration techniques. The first empirical papers, based on the classic panel data methods, were published in the beginning of the 2000s. These studies focused generally on the prices elasticities or on the impact of political risk and violence on international tourism arrivals. For example, Ledesma- Rodriguez and Navarro-Ibanez (2001) used annual data from 1979 to 1997 to study factors affecting arrivals to Tenerife from 13 markets. They found arrivals to be elastic with respect to income and inelastic with respect to prices and transport cost in the long run. Espinet et al. (2003) used panel data with random effects for a hedonic evaluation based on 86,000 prices between 1991 and 1998. The data concerned hotels in the southern Costa Brava region. Their results indicate a real and significant effect from the quality to the price.

Eilat and Einav (2004) used multinomial logit estimations, based on bilateral data during the period 1985-1998, to study the leisure tourism determinants. This was the first study based on a three dimensional panel data (year, destination, origin). They showed that political risk is a very important determinant of the tourist arrivals. The most recent paper based on the traditional panel data method is that of Arita et al. (2011). They analyzed the impact of ADS (Approved Destination Statues, beginning of the 1990s) agreements on the international
tourism arrivals in China. They integrated, in the estimation, fixed effects, to compare results before and after ADS and also between destinations inside and outside the ADS.

As the relevant data available is often annual, there are many empirical works which use dynamic panel data methods to test long-run relationships. The most commonly used estimation technique in the literature is that of AB although authors such as Maloney and Montes Ronjas (2005) made used of General Method of Moment (GMM) suggested by Blundell and Bond (1998). They measured the tourism price elasticity in Caribbean countries, with bilateral data (tourists came from United-States, Canada, United-Kingdom, Germany, Netherlands, Italy and Spain) from 1990 to 2002. They estimated a large price elasticity of 4.9.

As mentioned above, the AB technique is the most widely used in the tourism literature. For example, Neumayer (2004) estimated the effect of violence, risks, freedom and human rights violations on annual international tourism arrivals during 1977-2000. This study was based on a sample which contained more than 100 countries. Neumayer employed two methods for this estimation: a traditional data panel model with fixed effects and a dynamic panel data model. He found that in most cases, these explanatory variables had a real and significant effect on tourism. Garin-Munos and Montero-Martin (2007) studied yearly data from 1991 to 2003 to assess factors affecting the number of arrivals to the Balearic Islands. They found a high level of consumer loyalty to tourism in the Balearic Islands and recommended that suppliers of tourism products should raise the quality of their products and should improve their brand image.

Khadaroo and Seetanah (2007) used data on arrivals to Mauritius during the period 1978 to 2003 to assess the relative importance of transport infrastructure as a demand determinant. Transport infrastructures, was approximated by the net investment in land, air, and sea infrastructure at the current market price while non-transport infrastructures were measured by net investment at current market price on communication, energy, wastewater, and defence infrastructure. Transport infrastructure was found to be an important determinant of demand for travellers from Asia, Europe, and the United States while the latter two groups are also influenced by the non-transport infrastructure. They however use a poor proxy for prices in their model. They sought to capture the price effect by using the real value of the Mauritian rupees in U.S. dollars. The depreciation or appreciation of the Mauritian rupee
against the U.S. dollar cannot be expected to reflect changes in the cost for holidays for visitors from Africa, Asia, and Europe. It is not surprising that they found prices to be insignificant in determining international arrivals to Mauritius.

Naude and Saayman (2005) analyzed annual data from 1996 to 2000 to estimate tourism arrivals for 43 African countries. Their estimation yielded a negative coefficient for the lagged dependent variable suggesting that tourism in South African is taking a downward trend as currently level of arrivals were negatively related to past levels. Political stability was a key determinant of arrivals. Their model included lagged values of explanatory variables. It is not unlikely that the variables are highly collinear to their lagged values and therefore the model suffers from multicollinearity. This may explain why only a few of their estimated coefficients were statistically significant.

A dynamic data panel model has the fundamental characteristics to establish the long-run relationship between two variables. As the question of difference between short and long-run estimation is important (the results can differ as a short-run estimation can be amplified or cancelled in the long-run), the dynamic model is often used along with another method of estimation which has the objective to estimate the short-run impact. For example, Kuo et al. (2008) and Kuo et al. (2009) tried to estimate impact of infectious diseases (Avion Flu) and severe acute respiratory syndrome (SARS) on international tourist arrivals in selected Asian, African and European destinations, for the sample period of 2001 to 2006 and 2004 to 2006 respectively. The long-run estimation is based on the GMM procedure and the short-run estimation is provided by ARMAX models for each country. They established different results between short and long-run: SARS had a significant impact on tourist arrivals at long and short-run whereas infectious diseases had only an impact at the long-run. Garin-Munos (2006) used annual data from 1992 to 2002 to estimate factors affecting arrivals to Canary Islands from 15 of its markets. Demand was found to be inelastic in the short run but income and price elasticity was greater than one in the long run. Demand was elastic with respect to changes in transport cost in the short run and in the long run.

Another way of comparing short and long-run results is to employ cointegration techniques and dynamic model. Seetaram (2010) and Seetaram (2012) analyzed tourist arrivals and departures in Australia during the period 1991-2008 respectively. After the testing for stationarity and cointegration (based on the suggestion of Pedroni, 1999 and 2004), she
employed GMM and CLSDV (provided by Kiviet, 1995), to calculate short-run and long-run elasticities. The justification for using this estimation technique was that the temporal dimension was relatively small. For the tourist arrivals, she found that demand is inelastic in the short-run with respects to its determinants and elastic in the long-run. Concerning the tourism outbound, their results indicated an elasticity of migration on tourism outbound of 0.2% and amplified in the long-run with a value of 0.6%. However, contrary to the inbound model, there were no effects detected from the price index in the outbound model.

Finally, another way is to use directly an estimator for the cointegrated model: Fully Modified Ordinary Least Squares (FMOLS) or Dynamic Ordinary Least Squares (DOLS). Seetanah et al. (2010) employed a gravity model to test price and income elasticities. However, this paper suffers from a problem of methodology as they integrate many exogeneous variables into the regression. For a set of $n$ variables, there can be up to $n-1$ independent cointegrating vectors (Harris, 1995). If explanatory variables were cointegrated among them, there would more than $n-1$ cointegrating vectors. So it is not possible to put explanatory variables that are cointegrated between them simultaneously in the regression (FMOLS or DOLS).

Regarding tourism and economic growth, the lack of theoretical foundations in explaining the mechanism through which tourism causes economic growth has prompted several authors in applying cointegration techniques in order to explain the causality between the two variables. This has resulting in a small but growing number of empirical studies using dynamic panel data techniques. The first studies have analysed the effect or a growing tourism sector on the economic growth of the destination (tourism growth $\rightarrow$ economic growth). Eugenio-Martin et al. (2004) estimated the effect from growth of tourism per capita to income per capita with a sample including 21 Latin American countries from 1985 to 1998. They used a dynamic panel data model with AB estimator and they categorised the countries into three groups based on their respective income per capita: rich, medium and poor. The results established that tourism led to economic growth for medium and poor countries while the reverse was true for rich countries.

Cortés-Jiménez (2008) analyzed the impact of international and domestic tourism arrivals on economic growth (by using the GDP per capita) for 17 regions of Spain and 20 regions of Italy during the period 1990-2000. She used two estimators for the dynamic panel model:
GMM and CLSDV. She found that tourism impacted positively to economic growth in for costal and Mediterranean regions. Her results are however, surprising for the inland regions in her sample. Here she found that while domestic tourism fostered economic growth, international tourism had the reverse effect.

Soukiazis and Proença (2008) studied the effect of tourism activity on the economic convergence of Portuguese regions between 1993 and 2001. Convergence was approximated by the difference of GDP per capita. Three estimators were applied: GMM, CLSDV and GLS (with random effects). The authors used bed capacity as proxy for tourism activity. According to their results, a tourism capacity expansion of 1% conducts to a supplement of 0.01% on economic growth. Their results indicated also that tourism accelerates economic convergence across the regions. Without tourism, the convergence was estimated to take 11 years whereas when the effect of tourism is taken into account, this reduces to 10 years only.

Sequeira and Maçãs Nunes (2008) used a sample of 94 countries (poor countries or small countries, with a population less than 5 millions) for the period 1980-2002. Three indicators of the tourism activity were employed (tourism arrival in population proportion, tourism receipts as a percentage of exports and tourism receipts as a percentage of GDP). They found that tourism had a positive effect on economic growth but only for the poor countries.

In the tourism literature, the panel data cointegration technique has also been employed in order to test for the causality between tourism growth and economic development. Narayan et al. (2010) used cointegration tests to estimate long-run elasticities of tourism to Pacific Islands (Tonga, Fiji, Solomon, Papua New-Guinea) for the period extending from 1988 to 2004. They then analyzed the causality from tourism exports to GDP with an ECM model (as its structure permits to check at the short-run and at the long-run). The tourism literature is not clear on the direction of the causality between economic growth and tourism. There are schools of thoughts which suggest that economic growth and development can also impact on tourism demand (economic growth → tourism).

A few studies have empirically tested this link by using cointegration methods for data panel model. For example, Lee and Chang (2008) used panel cointegration methods to determine the relationship and the causality between economic growth and tourism development in 55 countries (developed and developing countries) covering the time span of 1990 to 2002. After performing the IPS unit root and Pedroni (1999) cointegration tests, they applied FMOLS
estimator to estimate the long-run relationship between tourism and economic developments. They then performed causality tests, the results of which indicated a unidirectional causality for developed countries (tourism $\rightarrow$ economic growth) whereas in developing countries, there were bidirectional causality relationships.

It is interesting to note that tourism has not only benefited economic growth but also international trade. Santana-Gallego et al. (2011) employed FMOLS, DOLS while Keum (2011) applied multiple dynamic causal patch analysis to investigate the causality between tourism and trade. Cassette et al. (2009) and Petit (2010) developed panel data cointegration models to analyze whether international trade of goods and services had any effect on income inequalities. Their results indicate that international trade in tourism services results in income inequalities disadvantaging low-skilled workers. Whilst tourism activities seem to benefit economic growth, the low-skilled workers seem to be losing from globalization of the tourism services.

**Limitations of panel data analysis**

The first disadvantage of this technique is that it is fairly complex to estimate and data requirements are high. Observing a number of individuals over a period of time usually results in data collection that can be tedious and expensive Baltagi (2005). From a statistical perspective, panel survey designs have some inherent disadvantages as noted in Kitamura (2000, pp 127).

1. Respondents may find it cumbersome to regularly participate in the same survey, which results in increasing non-response.
2. Attrition or dropout rate from the sample can be high.
3. Overtime the accuracy of data collection may decline. This is known as ‘panel fatigue’.
4. The response of individuals may be influence by their responses from previous participations.

These disadvantages can however be addressed although solutions do come at a cost. Solution proposed, include ‘refreshing’ the survey design and adding fresh participants at later stages. For more in-depth analysis of attrition in panel data see Alderman et al. (2001), Fitzgerald, et al. (1998) and Uhrig et al. (2008).
Conclusion and Future Directions

The use of panel data modelling techniques is becoming more common in the analysis of tourism data. In less than a decade, the literature has progressed from the development of standard static fixed effect and random effect models in the early 2000’s to the more sophisticated dynamic panel data cointegration models. So far, the exploitation of this technique has been restricted to tourism demand studies and others which have explored the relationship between the expansion of tourism sectors and economic growth or international trade. It can be extended to other topics of research within the tourism context.

One interesting area is the investigation of the supply side of the tourism industry. For example, a scrutiny of regional differences in the productivity of this industry will benefit from panel data modelling techniques, as models developed may be used to control for the heterogeneity of each region. Other types of studies where this method can prove to be useful are examinations of labour markets and their outcomes across different districts within a destination or in international comparisons of destinations. Examples of problems that can be addressed are analysis of wage differentials and gender bias or human capital formation and return to education within the tourism industry.

While panel data techniques are powerful, and generally yield reliable estimates, they nevertheless suffer from some weaknesses. Estimations can be complex and data requirements are fairly large especially for dynamic panel models. The main limitations however, is that the panel data survey design is inevitably subject to problems related to attrition. The later drawback however, does not seem to have affected tourism research as the existing studies are based on secondary data or ‘macro’ data where the occurrence is either easier to deal with or less frequent. It is expected however that future research may be based on survey data when researchers seek to find answers to the behaviour of tourists using micro level data.

Regarding unit roots and cointegration tests, it is noted that the tests applied can be restrictive in that they assume that there is no cross sectional correlations in the sample. In the instances that this assumption is overly binding and inappropriate, researchers may circumvent it by using alternative tests such as those of Westerlund (2007) who has designed tests which perform well in smaller samples and have higher power. Additionally, Westerlund (2006) and Westerlund and Edgerton (2006) have developed cointegration tests for panel data sets with
structural breaks. These tests will be useful for researchers who are attempting to examine whether the effect of shocks on the tourism data are permanent or transitory. The exploitation of these tests will be made easier when software such as STATA which is the dominant one for estimating panel data models catch up with theoretical development in this field and incorporate them in the newer version of the programme. Finally it is expected that in the future, the literature will see more use of panel-ECM and that application of panel data techniques for analysing tourism data will extend to non-linear models including binary models.
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