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Abstract 

This paper explores the causal influence of tax revenue on economic growth in Ghana. Our 

point of departure from the existing studies lies in the fact that we examine causality instead 

of the impact. The causality analysis performed in this paper builds on a multivariate setup, 

allowing for key control variables to intermediate the nexus between tax revenue and 

economic growth. Such a rich environment can overcome variable omission bias; thus 

allowing for efficient estimates of the test statistics of the Granger causality. In addition, we 

employed the Toda-Yamamoto test instead of the canonical Granger causality test to avoid 

pre-testing bias. Using a quarterly dataset which spans the period 1986Q1-2014Q4, we 

found strong evidence of unidirectional causal flow from tax revenue to economic growth in 

Ghana. This finding agrees with the existing finding that taxation can influence economic 

growth. The policy implication is quite clear. Ghana is a net borrower since the country 

regularly suffers from budget deficits. The policymaker can implement policies that enhance 

the tax scope in order to increase the revenue from taxation. For a country whose economy 

has a large share of black market activities, such a policy may be challenging to implement. 

Thus, such policies will require collective efforts from the policymaker and the players in the 

economy. To induce people to buy into these kinds of policies, the policymaker must first 

embrace accountability of the revenue raised from taxation. Productive government spending 

will appeal to the players of the Ghanaian economy whereas unproductive and 

unaccountable government spending will not. 
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1. Introduction 

Tax policy can be regarded as the necessary component of economic policies for a country to 

sustain and strengthen its economic growth and global competitiveness. It provides countries 

with stable and predictable fiscal environment; thus, enabling them to accumulate funds to 

finance their social and physical infrastructural needs (see Romer and Romer 2010). 

Combined with economic growth, effective tax policies reduce long-term reliance on aid and 

ensure good governance by promoting the accountability of governments to their citizens (see 

Romer and Romer 2010). Nowadays, with the highly moving capital and specialized work, it 

is imperative that the tax structure be competitive in order to attract capital, specialized work 

and technology which are essential elements for maximizing economic growth. 

The role of taxation in influencing economic growth is not only a major concern to the 

policymakers, tax specialists and administrators but has long been of interest to academics 

and researchers. The neoclassical growth model of Solow (1956) and Swan (1956) suggests 

that steady state growth is not affected by tax policy (i.e. tax policy has no impact on long-

run economic growth). Yet, the endogenous growth theory, pioneered by Romer (1990), has 

produced growth models in which government spending and tax policies can have long-term 

or permanent growth effects.  

The theoretical findings in the literature indicate that taxation can have both negative and 

positive effects on economic growth. The negative effect is due to the distortions in choices 

and effects of discouragement factors inherent in taxes (see, for example, Easterly and Rebelo 

1993). The positive effect is indirectly due to the expenditures financed by the taxation (see 

Engen and Skinner 1996). Thus, the theory appears inconclusive on role of taxation in 

economic growth. The obvious way to proceed to investigate the exact nature of the taxation-

growth linkages is by taking the theory to the data (see Myles 2009). Most of the empirical 

studies on tax revenue and economic growth are mainly cross-country in nature (for example, 
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see Leibfritz, Thornton and Bibbee 1997; Koester and Kormendi 1989; Levine and Renelt 

1992) whose findings cannot be directly applied to Ghana, since these findings may not 

accurately and adequately reflect the Ghanaian experience.   

That aside, the relatively older empirical studies, such as those of Engen and Skinner (1992; 

1996), Easterly and Rebelo (1993), Alesina and Perotti (1996), Devarajan, Swaroop and Zou 

(1996), McDermott and Wescott (1996), Barro (1997), Leibfritz et al. (1997), Tanzi and Zee 

(1997), Skreb (1999), that analyze the impact of tax revenue on economic growth arrive at 

contradictory results; thus, reflecting the difficulty in establishing the role of taxation in 

economic growth. Though, the theory underlines especially a negative relationship between 

taxation and economic growth, the empirical research provide ambiguous results.  

The evidence does not get better with even the most recent empirical studies. Indeed, studies 

such as Padovano and Galli (2001), Lee and Gordon (2004), Myles (2009), Arseneau et al. 

(2011), Mutascu and Danuletiu (2011), Ebrahimi and Vaillancourt (2012), Dackehag and 

Hansson (2012) obtained non-consensual results just as the theory suggests. The different 

results obtained by the available empirical studies do not permit the researcher to draw 

univocal conclusion about the impact of taxation on economic growth.   

The conflicting nature of these findings may be due to: (i) different definitions of state in 

different countries and periods (i.e.  whether it is a central government or general government 

with extra-budgetary funds and local governments), which means different levels of taxation; 

(ii) problems of measuring of individual tax variables, such as marginal tax rates (see 

Easterly and Rebelo, 1993; Engen and Skinner, 1996); (iii) difficulties in sorting out the 

impact of individual tax variables on growth, because of complex interactions of fiscal 

variables (i.e. tax increase does not have to reduce growth if such increased taxes are used for 

financing those forms of public investments that will increase productivity of private 
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investments, thus stimulating growth); (iv) difficulties in separating the impact on growth of 

other economic variables from the impact of fiscal variables only; (v) lack of empirical data 

enabling unambiguous acceptance or rejection of a conclusion of some theoretical model.  

Although the exact impact of taxation on economic growth is very important for 

policymaking, the nature of the causal links between these two macroeconomic variables is 

equally crucial. If there is a causal flow from taxation to economic growth, this will suggest 

that policymakers can count on taxation as a fiscal policy tool to influence economic 

activities. Indeed, this is the policy implication of Keynesian theories. However, if there is no 

causal flow between taxation and economic growth -- which is the implied policy implication 

of the Classical growth theories in the long run -- then taxation as a fiscal policy will be 

ineffective.  In spite of this obvious policy importance of the causal flow between taxation 

and economic growth, the literature has remained very discreet about it. In this paper, we 

attempt to fill this chasm by documenting the nature of the causal linkages between taxation 

and economic growth in Ghana. In doing so, we add to the literature in two ways: (i) to the 

best of our knowledge, this is the first paper to investigate the causal links between taxation 

and economic growth for a developing country, (ii) we shift the emphasis, as replete in the 

literature, from the “impact” to the “causal flow”, thus shedding new insight into the taxation-

growth debate. This shift in paradigm, we suppose, will improve policymaking especially in 

developing countries. 

The causality analysis performed in this paper builds on a multivariate setup, allowing for 

key control variables such as capital, labour, government expenditure, and inflation to 

intermediate the nexus between tax revenue and economic growth. Such a rich environment 

can overcome variable omission bias; thus allowing for efficient estimates of the test statistics 

of the Granger causality. In addition, we employed the Toda-Yamamoto test instead of the 

canonical Granger causality test to avoid pre-testing bias. In the next section, we present the 
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theoretical and empirical models, the econometric techniques, and the data. Then, in Section 

3, we present the empirical results. Section 4 provides the concluding remarks. 

 

2. The Methodology 

2.1 Theoretical Model Specification 

The neoclassical growth model of Solow (1956) and Swan (1956) provides the basic 

theoretical connection between economic growth and tax revenue. To see why, consider the 

following Solow (or Solow-Swan) model, which explains total output in an economy (𝑌𝑡) as 

product of the combination of capital (𝐾𝑡) and labour (𝐿𝑡) 

𝑌𝑡 = 𝑓(𝐾𝑡, 𝐿𝑡)                                                                                                                                          (1)                                                                                                                   

where 𝑌𝑡 is the total output, 𝑓 is the technology which transforms 𝐾𝑡 and 𝐿𝑡 into 𝑌𝑡, and 𝑡 is 

the time subscript.  

The social planner will want to know what proportion 𝑌𝑡, the total economy-wide output, is 

attributed to labour and capital. In his seminal paper, Solow (1956) demonstrates that after 

accounting for the proportion of total output attributed to labour and capital, the remaining 

portion is due to what he calls total factor productivity (TFP). Thus, the growth in the total 

output of an economy is attributed to the growth in labour, capital, and TFP, according to 

Solow’s growth accounting framework. The TFP growth is considered as the effect of 

exogenous technological progress in this neoclassical growth model, which can also be 

reflected in increasing productive efficiency. To account for this TFP in output, Eq. (1) is 

restated as  

𝑌𝑡 = 𝑓(𝐾𝑡, 𝐿𝑡 , 𝐴𝑡)                                                                                                                                   (2) 
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where 𝐴𝑡  is total factor productivity. If we assume that the functional form of Eq. (2) is 

Cobb-Douglas form, then we have 

𝑌𝑡 = 𝐴𝑡𝐾𝑡𝛼𝐿𝑡𝛽                                                                                                                                           (3) 

where 𝛼 and 𝛽 are shares of capital and labour, respectively.  

Solow (1956) argues that the Cobb-Douglas production function is convenient because it 

exhibits constant returns to scale. The key point to note here is that 𝐴𝑡 is not constant but 

varies over time. This assumption is necessary in order to allow factors such as foreign direct 

investment, investment in research and development, tax revenue among others to influence 

TFP. The assumption that the functional form of Eq. (2) is Cobb-Douglas is widely used in 

the literature (see, for instance, Ram and Ramsey 1989; Fosu 1990; Mansouri 2005; Fosu and 

Magnus 2006; Fosu and Aryeetey 2008). 

 

2.2 Empirical Model Specification 

This paper adopts the basic neoclassical Solow growth model but departs from this model by 

allowing technology, 𝐴𝑡 , to evolve over time. The majority of the literature on economic 

growth indicates that there are a large number of variables that can affect the TFP (𝐴𝑡) in Eq. 

(3). Following studies such as Mansouri (2005), Fosu and Magnus (2006), we augment Eq. 

(3) as follows  

Let 𝐴𝑡 = 𝑓(𝑇𝑇𝑅𝑡, 𝐹𝐷𝐼𝑡 , 𝐺𝑂𝑉𝑡, 𝐶𝑃𝐼𝑡) = 𝑇𝑇𝑅𝑡𝛿1𝐹𝐷𝐼𝑡𝛿2𝐺𝑂𝑉𝑡𝛿3𝐶𝑃𝐼𝑡𝛿4                                            (4) 

Then by substituting Eq. (4) into Eq. (3), we arrive at the following extended form 

𝑌𝑡 = 𝜇𝐾𝑡𝛼𝐿𝑡𝛽𝑇𝑇𝑅𝑡𝛿1𝐹𝐷𝐼𝑡𝛿2𝐺𝑂𝑉𝑡𝛿3𝐶𝑃𝐼𝑡𝛿4                                                                                              (5) 
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where 𝑇𝑇𝑅𝑡 is tax revenue, 𝐺𝑂𝑉𝑡   is government expenditure, 𝐹𝐷𝐼𝑡  is foreign direct 

investment, 𝐶𝑃𝐼𝑡 is consumer price index inflation, and  𝛿𝑖 are the share of these inputs in the 

total output.  

The standard procedure for estimating Eq. (5) is by first log-linearizing it. By taking the 

natural logarithm of Eq. (5), we arrive at the following specification 

𝑌𝑡 = 𝑙𝑛𝜇 + 𝛼𝑙𝑛𝐾𝑡 + 𝛽𝑙𝑛𝐿𝑡 + 𝛿1𝑙𝑛𝑇𝑇𝑅𝑡 + 𝛿2𝑙𝑛𝐹𝐷𝐼𝑡 + 𝛿3𝑙𝑛𝐺𝑂𝑉𝑡 + 𝛿4𝑙𝑛𝐶𝑃𝐼𝑡 + 𝜖𝑡            (6) 

By letting  𝑙𝑛𝜇 = 𝛾, then Eq. (6) becomes 

𝑌𝑡 = 𝛾 + 𝛼𝑙𝑛𝐾𝑡 + 𝛽𝑙𝑛𝐿𝑡 + 𝛿1𝑙𝑛𝑇𝑇𝑅𝑡 + 𝛿2𝑙𝑛𝐹𝐷𝐼𝑡 + 𝛿3𝑙𝑛𝐺𝑂𝑉𝑡 + 𝛿4𝑙𝑛𝐶𝑃𝐼𝑡 + 𝜖𝑡            (7) 

where 𝑙𝑛 is the natural logarithm operator; and 𝜖𝑡 denotes the unobserved determinants of the 

total output, 𝑌𝑡, which is white-noise. 

 

2.3 Variable Definition and Justification 

2.3.1 Economic Growth 

Economic growth is defined as the sustained increases in a country’s gross domestic product 

overtime. The existing literature suggests that real gross domestic product can be used as an 

efficient measure of economic growth. Real GDP is an inflation adjusted measure that 

reflects the value of all goods and services produced in a given year expressed in the base 

year prices. Studies such as, Kargbo and Adamu (2010), and Erbaykal and Okuyan (2008) 

used Real GDP as a measure of economic growth in their empirical analysis.   

 

2.3.2 Tax Revenue 

Tax revenue is the income gained by government through taxation. Tax revenue is used to 

finance government expenditure and to redistribute wealth which translates into financing 
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development of a country (Ola 2001; Jhingan 2004; Bhartia 2009). Musgrave and Musgrave 

(2004) state that tax has micro effects on the distribution of income and the efficiency of 

resource use as well as macro effect on the level of capacity output, employment, prices, and 

growth (see Mascagni, Moore, and McCluskey 2014). 

 

2.3.3 Foreign Direct Investment (FDI)  

FDI has been widely recognized as a growth-enhancing factor in developing countries (see 

Borensztein et al. 1998).  Therefore an increase in FDI is expected to lead to an increase in 

total investment, and hence increase in total output and its rate of growth. The empirical 

literature examining the impact of FDI on growth has provided more or less consistent 

findings affirming a significant positive link between the two variables (see Borensztein et al. 

1998; Hermes and Lensink 2000; Lensink and Morrissey 2006; Esso 2010).  

 

2.3.4 Gross Fixed Capital Formation (K) 

Gross Fixed Capital Formation is used as a proxy for capital stock in this paper. It has been 

used in similar fashion in studies such as Aryeetey and Fosu (2005), Mansouri (2005), 

Naguib (2008), and Kargbo and Adamu (2009). Gross Fixed Capital Formation as a 

percentage of GDP (a proxy for capital stock) exerts positive effects on real GDP growth. 

The higher the rate of investment, the higher the growth rate of the economy, all things being 

equal (see Aryeetey and Fosu 2005). This is in line with both the neoclassical and 

endogenous growth predictions. 

                                          

2.3.5 Government Expenditure 

The ratio of government expenditure to GDP (GOV) enters the model as a policy variable, 

since an increase in government expenditure, especially on productive activities such as road 
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construction, and provision of electricity, can boost economic growth (see Easterly and 

Rebelo, 1993; Hansson and Henrekson 1994; Fölster, and Henrekson 2006; Afonso and 

Furceri 2010; Bergh and Karlsson 2010). Government expenditure is also included in our 

model to complete the components of the GDP. Government expenditure, according to the 

Keynesian proposition is expected to raise economic growth.  

 

2.3.6 Consumer Price Index Inflation (CPI) 

Consumer Price Index measures the weighted average prices of consumer goods and services. 

It is calculated by taking the price changes for each item in the predetermined basket of goods 

and averaging them. Changes in CPI are used to assess price changes associated with the cost 

of living. The CPI is used to determine periods of inflation or deflation. This is because large 

rises in the CPI during a short period of time typically denotes periods of high inflation which 

is a reflection of macroeconomic instability. A high rate of inflation is generally harmful to 

growth because it raises the cost of borrowing and thus lowers the rate of capital investment. 

Inflation is therefore used as an indicator to capture macroeconomic instability (Barro 1995; 

Sarel 1995; De Gregorio 1996; Asiedu and Lien 2004; Erbaykal and Okuyan 2008). 

 

2.3.7 Labour Force (L) 

Labour force (labour participation rate) is chosen instead of population growth because it 

denotes a proportion of the total population aged between fifteen (15) and sixty-five (65) 

years, which is precisely the active and productive population in the country. Solow (1956) 

and Swan (1956) advise that labour force should be included in a neoclassical growth model 

because of its impact on general productivity. It has been proven empirically that labour force 

is a good measure of economic growth (see Domar 1946; Solow 1956; Swan 1956). 
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2.4 Testing for Causality 

In this section, we discuss the econometric technique that is used to examine the causal 

relationships between tax revenue and economic growth in Ghana. This technique is the 

Toda-Yamamoto test for causality advanced by Toda and Yamamoto (1995). The test 

involves the following steps. First, we examine the stationarity properties of our time series. 

In this paper, we make use of the Augmented Dickey-Fuller (ADF) and the Phillips-Perron 

(PP) tests to check for the order of integration of our variables. Second, we fit a vector 

autoregressive (VAR) model for Eq. (7) and determine the optimal lag to be included in the 

parsimonious VAR model using the standard information criteria. Third, we undertake some 

diagnostic tests to ensure that our VAR is structurally and dynamically stable and is free of 

serial correlation problems. Fourth, we fit an augmented VAR model which is of order 

“optimal lag plus maximum order of integration in the time series”. Finally, we perform the 

causality test by estimating a modified Wald statistic for the lagged covariates in our 

augmented VAR model.  

 

2.4.1 Unit Roots Test 

Testing for unit roots is very critical in time series analysis, mainly because relationships 

involving non-stationary time series are often spurious. Spurious relationships are conditions 

whereby the estimated results show very high and significant relationships among variables 

when in fact no relationship exist. Emphasizing the dangers of not testing for unit roots, 

Stock and Watson (1988) demonstrate that the usual test statistics (for example, t, F, DW and 

R
2
) do not have standard distributions if some of the variables in the model have unit roots.  

Apart from the fact that we have to examine the stationarity properties of the variables in 

order to obviate spurious relationships, the Toda-Yamamoto test we utilize requires that we 

test for stationarity. In this paper, we test the stationarity properties of the variables with the 
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ADF and the PP tests, two of the most widely applied unit root tests.
1
 These tests are very 

similar except that they differ with respect to the way they adjust for autocorrelation in the 

residuals (see Phillips and Perron 1988). In particular, the PP test is nonparametric and 

generalizes the ADF process by allowing for less restrictive assumptions for the time series in 

question. It has been observed that the ADF test has low power in small samples (see Cheung 

and Lai 1993). Moreover, the ADF is very sensitive to the lag length chosen. Thus, we 

employ the PP test as a robustness check of our ADF results. The regression specification for 

both tests is of the form 

∆𝑋𝑡 = 𝛼 + 𝛿𝑡 + 𝜌𝑋𝑡−1 + ∑ 𝜆𝑖Δ𝑋𝑡−𝑖𝑝
𝑖=1 + 𝜀𝑡                                                                                      (8) 

where 𝑋𝑡 represents the series at time 𝑡; Δ is the first-difference operator; 𝛼, 𝛿, 𝜌, and 𝜆  are 

parameters to be estimated and 𝜀 is the white-noise disturbance term. The ADF and the PP 

tests evaluate the null hypothesis that a series contains unit roots (non-stationary) against the 

alternative hypothesis of no unit roots (stationary). That is, 𝐻0: 𝜌 = 0 against 𝐻0: 𝜌 ≠ 0. 

We can reject the null hypothesis of unit roots if the ADF and the PP statistics are greater 

than the tabulated values for these tests. For the ADF test, we select the optimal lag to be 

included in the regression using the Swartz Bayesian Information Criterion (SBC). For the 

PP test, we determine the optimal bandwidth using the Andrews (1991) bandwidth with 

Bartlett kernel density function.  

 

2.4.2 Toda-Yamamoto Test for Causality  

The test for Granger causality, as developed in the seminal paper of Granger (1969), in vector 

autoregressive (VAR) setting requires the researcher to first establish the order of integration 

                                                           
1
 The ADF and the PP tests were developed by Said and Dickey (1984), and Phillips and Perron (1988), 

respectively. 
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of the variables under consideration. In cases where the variables are integrated of order one 

[i.e. I(1) processes], the researcher must establish whether the variables are cointegrated, 

before the Granger causality test can be undertaken. Yet most of the test for non-stationarity 

and non-cointegration are known to have low power against the alternative hypotheses of 

stationarity and cointegration (see Toda and Yamamoto 1995). This connotes that the 

traditional Granger causality test, which entails testing for unit root and cointegration before 

performing the test for causality, is exposed to pretesting bias (Toda and Yamamoto 1995). 

This argument is supported by He and Maekawa (1999), who point out that testing for 

causality using F-statistics, when one or both time series are non-stationary, can lead to 

spurious causality. 

As advanced by Toda and Yamamoto (1995), the spurious causality problems imbue in the 

traditional Granger causality test can be circumvented by fitting an augmented VAR model of 

order “optimal lag plus maximum order of integration in the variables”. This technique, they 

argue, ensures that the test statistic for the causality test has a standard asymptotic 

distribution. Following Yamada (1998), we can perform the Toda-Yamamoto causality test in 

a bivariate setting by fitting the following augmented 𝑉𝐴𝑅(𝑚 + 𝑑𝑚𝑎𝑥) model  

𝑦𝑡 = 𝛾0 + ∑ 𝛾1𝑖𝑦𝑡−𝑖𝑚
𝑖=1 + ∑ 𝛾2𝑖y𝑡−𝑖𝑚+𝑑𝑚𝑎𝑥

𝑖=𝑚+1 + ∑ 𝜑1𝑖𝑥𝑡−𝑖𝑚
𝑖=1 + ∑ 𝜑2𝑖𝑥𝑡−𝑖𝑚+𝑑𝑚𝑎𝑥

𝑖=𝑚+1 + 𝑢1𝑡                     (9) 

𝑥𝑡 = Θ0 + ∑ Θ1𝑖𝑥𝑡−𝑖𝑚
𝑖=1 + ∑ Θ2𝑖𝑥𝑡−𝑖𝑚+𝑑𝑚𝑎𝑥

𝑖=𝑚+1 + ∑ δ1𝑖𝑦𝑡−𝑖𝑚
𝑖=1 + ∑ δ2𝑖𝑦𝑡−𝑖𝑚+𝑑𝑚𝑎𝑥

𝑖=𝑚+1 + 𝑢2𝑡                 (10) 

where 𝑦𝑡 and 𝑥𝑡 are the series under consideration; 𝛿, 𝛾,  Θ and 𝜑 are the parameters of the 

model; 𝑢1 and  𝑢2 are the white-noise disturbances. 
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From Eq. (9), we can say that  𝑥𝑡 causes 𝑦𝑡 if 𝜑1𝑖 ≠ 0, ∀ 𝑖 = 1, 2, … , 𝑚. Similarly, in Eq. (3), 

we can say that 𝑦𝑡  causes 𝑥𝑡  if δ1𝑖 ≠ 0, ∀ 𝑖 = 1, 2, … , 𝑚 . The test statistics for these 

hypotheses follow a chi-squared distribution. Assume we are testing the hypothesis δ1𝑖 =0, ∀ 𝑖 = 1, 2, … , 𝑚 , for example, and let  𝛿 = 𝑣𝑒𝑐(δ1, δ2, … , δ𝑚)  be a vector of 𝑚  𝑉𝐴𝑅 

parameters. For a suitably selected 𝑍 , Toda and Yamamoto (1995) demonstrate that the 

modified Wald-statistic for testing this hypothesis is of the form 

𝑊 = 𝑇(�̂�′𝑍′(𝑍Σ̂𝑢′ 𝑍′)−1𝑍𝛿)                                                                                                               (11) 

where 𝛿  is the OLS estimate of 𝛿 ; Σ̂𝑢  is a consistent estimate of the variance-covariance 

matrix of √𝑇(�̂� − 𝛿); 𝑇 is the sample size. 𝑊, the test statistic, is chi-squared distributed with 𝑚 degrees of freedom. This bivariate augmented VAR model can be extended in our case to 

include all the variables. The steps for carrying out the Toda-Yamamoto causality test will be 

essentially the same for this extension. 

 

2.5 The Data  

Our data comes from two sources: The Bank of Ghana’s Macroeconomic Time Series 

Database and the World Bank’s World Development Indicators (2015). The data is quarterly 

and spans the period 1986Q1-2014Q4. The time span is not long enough. More so, the 

frequency of the original dataset is annual. To increase the sample size for our empirical 

analysis, we generated the quarterly data by deploying the Gandolfo (1980) algorithm. The 

choice of the data coverage is informed by the fact that it is challenging to get data below 

1986 on key control variables in the tax-growth nexus. Besides, significant changes in the 

Ghanaian tax structure started with the tax reforms under the Structural Adjustment 

Programme (SAP) of 1986. It is, therefore, imperative that any meaningful empirical analysis 

of the tax-growth nexus should start from the year of these reforms.  



15 

 

3. The Results 

3.1 Descriptive Statistics 

In this section, we report the descriptive statistics of the relevant variables used in this paper. 

These descriptive statistics include the mean, median, maximum, minimum, standard 

deviation, skewness, kurtosis, sum, sum squared deviation and number of observations. Table 

1 presents these statistics. From Table 1, we can observe that all the variables have positive 

average values (i.e. mean and median). This is normal considering the series involved. In 

addition, the series have minimal deviations from their means as shown by their standard 

deviations. This gives an indication that the series have experienced slow growth rate (i.e. 

fluctuation) over the period 1986Q1-2014Q4. In terms of skewness, all of the variables are 

positively skewed. 

 

Table 1: Summary Statistics of the Variables 

 GDP TTR GOV FDI   CPI     K   L 

 
Mean 

 
2.45E+09 

 
511146 

 
4.97E+08  
 

 
2.10E+08 

 
5.4959 

 
8.73E+08 

 
 2017142 

Median 2.10E+09 108359 2.80E+08 34942263 4.4258 
 

3.95E+08 2057735 

Maximum 5.16E+09 201521 2.01E+09 8.45E+08 15.965 
 

3.39E+09 3084049 

Minimum 8.15E+08 9835.76 2682519 648148.1 2.0493 
 

95966892 890497 

Std. Dev. 1.14E+09 677525 5.37E+08 3.05E+08 3.1382 
 

9.30E+08 472806 

Skewness 0.957432 1.15582 1.083408 1.160832 1.2314 
 

1.393905 0.143369 

Kurtosis 2.893531 2.80339 3.379754 2.542290 4.2258 
 

3.602370 2.276312 

Sum 2.84E+11 5.93E+08 5.76E+10 2.43E+10 637.53 
 

1.01E+11 2.34E+08 

Sum Sq. Dev 1.48E+20 5.28E+15 3.32E+19 1.07E+19 1132.5 9.94E+19 2.57E+10 
 

Observations   116   116   116    116    116    116    116 

Note: Max denotes Maximum, Min denotes Minimum, Std. Dev. denotes Standard Deviation, while Sum Sq. 

Dev. denotes Sum of Squared Deviation.  
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3.2 Evidence of Unit Roots in the Variables 

As a preliminary analysis, we examine the unit root properties of the variables employed in 

this paper.  To do this, we utilize the Augmented Dickey-Fuller (ADF) and Phillips-Perron 

(PP) tests. Lag selection and bandwidth form vital parts of the ADF test and the PP test, 

respectively. For the ADF test, we use the Schwartz Bayesian Criterion (SBC) to select the 

optimal lag. In the case of the PP test, we use the Andrews (1991) bandwidth with Bartlett 

kernel density function. We include both the intercept and the trend component in the 

augmented DF regression for the two tests. Table 2 shows the results for the unit root tests on 

the variables at levels.  Clearly, the null hypothesis of unit root is accepted at the expense of 

the alternative, in all the cases and for the two tests, at the conventional levels of significance. 

This shows that the variables are non-stationary or have unit roots at their levels. 

 

Table 2: Tests for Unit Roots at Levels with Intercept and Trend 

Variable   ADF  P-value [Lag] PP  P-value [BW] 

 

lnGDP 

 

0.015 

 

(0.996) 

 

 [1] 

 

 0.994  

 

(0.999)  

 

 

[1] 

lnK 2.748 (1.000)  [1] -0.902  
 

 (0.951) [3] 

lnL -3.076 (0.117)  [1] -0.826  

 

(0.808) [7] 

lnTTR -1.354 (0.869)  [1] -0.726  (0.968)     [7] 

 

lnFDI 

 

-1.614 

 

(0.781) 

 

 [0] 

 

-1.474  

 

 

(0.833) 

 

[6] 

lnGOV 0.144 (0.997)  [3]  2.181  (1.000)  

 

[7] 

lnCPI -2.948 (0.104)  [2] -3.404  (0.506)  [2] 
Note: The block parenthesis contains the lag and the bandwidth. BW denotes bandwidth. 

 

Since the variables are shown to have unit roots, we difference them once and re-conduct the 

unit root tests. The results of the unit root tests on the first-differenced variables are reported 

in Table 3. From Table 3, it is quite straight forward to state that all the variables are 
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stationary or have no unit roots at the conventional levels of significance. That is, both the 

ADF test and the PP test reject the null hypothesis of unit roots in favour of the alternative 

(see Table 3).  Therefore, the order of integration of the variables in our empirical model is 

one. 

 

Table 3: Tests for Unit Root at First Difference with Intercept and Trend  

Variable   ADF  P-value [Lag] PP P-value [BW] 
 
∆lnGDP 

 
-8.371 

 
(0.000)*** 

 
I(1)   [1] 

 
-9.337 

 
(0.000)*** 
 

 
I(1)   [3] 
 

∆lnK -3.480 (0.040)** I(1)   [1] -8.505 
 

(0.000)*** I(1)   [6] 

∆lnL -11.670 (0.000)*** I(1)   [0] -11.622 
 

(0.000)*** I(1)   [9] 

∆lnTTR -3.753 (0.020)** I(1)   [0] -3.753 (0.000)*** I(1)   [0] 
 
∆lnFDI 
 
∆lnGOV 

 
-6.071 
 
-6.044 
 

 
(0.000)*** 
 
(0.030)** 

 
I(1)   [0] 
 
I(1)    [1] 

 
-6.064 
 
-5.513 

 
(0.000)*** 
 
(0.000)*** 
 

 
I(1)   [2] 
 
I(1)   [6] 

∆lnCPI -7.077 (0.000)*** I(1)   [0] -6.699 
 

(0.000)*** I(1)   [8] 

Note: ** and *** denote significance at 5% and 1%, respectively. ∆ denotes the first-difference operator.  

 

3.2 Evidence of Causal Flow between Tax Revenue and Economic Growth 

We now turn our attention to the Toda-Yamamoto causality test, having established the order 

of integration of the variables. Since the maximum order of integration of the variables is 

one, it implies that 𝑑𝑚𝑎𝑥 = 1. As the next step, we determine the optimal lag to be included 

in our augmented VAR model. We achieve this by employing the AIC, SBC, Hannan–Quinn 

information criterion (HQC), and the Final Prediction Error (FPE). All but SBC selected an 

optimal lag of 2 to be included in the empirical model (see bottom of Table 4). Thus, 𝑚 = 2. 

From these choices, it means that our parsimonious VAR is of order 3 [i.e. VAR(3)]. 

Before jumping to examining the direction of causal flow between tax revenue and economic 

growth, it is imperative to perform some portmanteau tests to ensure that our VAR process is 

stable and free of serial correlation. The last column of Table 4 reports the inverse of the root 
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of each equation in the VAR(2) system. It is quite obvious that these values are all greater 

than unity, implying that the VAR(2) is structurally and dynamically stable (see Table 4). A 

further evidence of stability of the system can be established by ocular inspection of Figure 1 

in the appendix. Indeed, the plots of cumulative sum of recursive residuals are all within the 

stable region (see Figure 1). The last row of Table 4 reports the test for serial correlation. 

Here, the chi-squared value of 681.630 with a p-value of 0.540 indicates strongly that the 

VAR(2) system is unlikely to suffer from serial correlation (see Table 4). 

Next, we estimate the augmented VAR(3) system and perform the Toda-Yamamoto test for 

causality. To keep tractability of our results, we only report the relevant estimates, namely: (i) 

the causality between tax revenue and economic growth; and (ii) the causal influence of the 

remaining variables on tax revenue and economic growth.
2
 These estimates are reported 

accordingly as “Main Results” and “Other Results” in Table 4. We find strong evidence that 

tax revenue Granger causes economic growth in Ghana but not the other way round. This is 

shown by a Wald-statistic of 7.8 with a corresponding p-value of 0.02 (see Table 4). This 

finding therefore strengthens the existing finding on the important role of tax revenue in 

economic growth such as Ola (2001), Jhingan (2004), Musgrave and Musgrave (2004), and 

Bhartia (2009). Our results are also in line with the theory. Most government expenses are 

being funded by revenue collected from taxation. If such expenses are well-directed to 

building productive infrastructure, refurbishing existing infrastructure, and financing research 

and development, revenue from taxation will certainly stimulate economic growth. 

The final analysis involves the influence of the control variables on tax revenue and 

economic growth. We find causal flows from labour, capital, and FDI to economic growth in 

Ghana (see Table 4). These evidences are in line with the existing literature as well. 

Countries with larger labour and capital stocks, as well as FDI experience faster growth than 

                                                           
2
 The remaining results are available upon request. 
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those with smaller ones. In addition to these causal evidences, we find labour and government 

expenditure to Granger cause tax revenue in Ghana (see Table 4). 

 

Table 4: Results for Causality Test 

 Wald-statistic [p-value]  Inverse Roots 

Main Results    

 LNGDP LNTTR  

lnGDP 

lnTTR 

NA 

7.800[0.020]** 

0.150[0.930] 

NA 

1.071 

1.071 

    

Other Results    

lnL 

lnK 

lnGOV 

lnFDI 

lnCPI 

16.400[0.000]*** 

5.260[0.034]** 

0.280[0.870] 

8.081[0.019]** 

0.370[0.830] 

6.400[0.028]** 

0.540[0.760] 

5.700[0.031]** 

0.720[0.700] 

1.100[0.570] 

1.138 

1.138 

1.270 

1.270 

1.557 

Lag Selection AIC = 2           HQC = 2             SBC = 1              FPE = 2 

Serial Correlation Chi-squared     681.630        [0.540]  

Note: ** and *** denote, respectively, 5% and 1% level of significance. NA denotes non-applicable. 

 

4. Conclusion 

Taxation and economic growth have complex linkages both theoretically and empirically. 

The complexity stems from the very nature of taxes themselves. Whereas a certain rate of 

taxes may be necessary to raise the needed wherewithal to finance growth-enhancing 

projects, a tax rate beyond the optimal level can have distortionary effects on both the 

demand and the supply-side of the economy. Thus, both the theory and the empirics are 

divisive on the nature of the influence of taxation on economic growth. Regardless of this 

complexity, there is one thing certain: taxation influences economic growth. This paper 

explores the causal influence of tax revenue on economic growth in Ghana. Our point of 

departure from the existing studies lies in the fact that we examine causality instead of the 
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impact. The causality analysis performed in this paper builds on a multivariate setup, 

allowing for key control variables such as capital, labour, government expenditure, and 

inflation to intermediate the nexus between tax revenue and economic growth. Such a rich 

environment can overcome variable omission bias; thus allowing for efficient estimates of the 

test statistics of the Granger causality. In addition, we employed the Toda-Yamamoto test 

instead of the canonical Granger causality test to avoid pre-testing bias. Using a quarterly 

dataset which spans the period 1986Q1-2014Q4, we found strong evidence of unidirectional 

causal flow from tax revenue to economic growth in Ghana. This finding agrees with the 

existing finding that taxation can influence economic growth. The policy implication is quite 

clear. Ghana is a net borrower since the country regularly suffers from budget deficits. The 

policymaker can implement policies that enhance the tax scope in order to increase the 

revenue from taxation. For a country whose economy has a large share of black market 

activities, such a policy may be challenging to implement. Thus, such policies will require 

collective efforts from the policymaker and the players in the economy. To induce people to 

buy into these kinds of policies, the policymaker must first embrace accountability of the 

revenue raised from taxation. Productive government spending will appeal to the players of 

the Ghanaian economy whereas unproductive and unaccountable government spending will 

not. 
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APPENDIX 
 

Figure 1: Cumulative Sum of Recursive Residuals 
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