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The Timing of Unempioyment Response in Austrian Regional Labour Markets:
The Classical and an Alternative Mode of Exploratory Statistical Analysis

Manfred M. Fischer and Gerhard Petz

1. Introduction

In the past few years spatial labour market analysis has received increasing attention by economic
geographers and regional economists. Three basic themes can be identified in current research on
spatial labour markets (see Fischer and Nijkamp 1987). The first deals with issues such as the structure
and change of labour supply, spatial dimensions of job search, commuting within and migration between
spatial iabour markets. The second theme concerns the analysis of the determinants of the demand side
where the major focus is aimed at actual and likely future employment effects of spatial structural
economic and broader technological changes. The third major area in current spatial labour market
research refers to the analysis of spatial variations in unemployment.

Research activities in the third area have been stimulated in part by the problem of high and rising
unemployment in most advanced economies over the past years. Much attention has been focussed on
the question as to how the relative adjustment of unemployment in response to national forces arises
over the space economy . This issue is important because it may provide valuable advices for the choice
of appropriate instruments of regional labour market policy. In this context the timing of unemployment
response plays a major role. There are several studies which have revealed the existence of response
time differences in several countries. Brechling (1967), for example, identified in a British context a slight
tendency for Scotland and North England of a lagged response (about three months) to national
unemployment changes, while lags of one or two months were detected in Canadian and Australian
studies.

In this paper an attempt is made to analyse the relationship between national and regional unemployment
in general and the lead/lag structure of unemployment response in particular by means of exploratory
statistical analysis, in an Austrian context For this study, we had monthly observations of the
unemployment rate in the nine Austrian provinces and the whole country as well. Thus, ten time series
were at our disposal, covering the period from January 1961 untii December 1988. Two major
methodological approaches will be followed to identify any regularities in the relationship: first, the
classical mode of analysis put forward by Brechling (1967) and subsequently widely used in a variety of
settings and at different spatial scales, and second the transfer function-noise modelling approach which
is strongly based upon Box and Jenkin's (19768) ARIMA methodology. These two different types of



approaches will be described in some detail and applied to the time series at hand. The paper starts with
pointing to some pecularities of the unemployment data used and with making some basic introductory
descriptive comments about both national and regional patterns of unemployment.

2 Some Characleristics of the Daiz and the Unemployment Varision in Austria

The indicator of national and regional unemployment which is used in this study is the aggregate
monthly registered labour reserve as a percentage of the labour force. The unemployed in Austria are
defined as persons aged between 15 and 85 years who are resident in Austria, actively looking for work
and have registered at the appropriate regional employment office. Persons out of work who do not
register are not counted in the unemployment statistics. Persons seeking their first job, for example,
young persons who register at one of the employment offices or seeking work after leaving school or
finishing their studies are classified as unemployed if they are available at work

It can be questioned to what extent the published unemployment data measure real unemployment
First, people looking for part-time jobs are neglected. Second, hidden unemployment present in the
national sector of industry is not being measured. Moreover, there are people succeeding in doing
unregistered work while being unemployed. Not very much is known how important this phenomenon is
in Austrie.

In this paper monthly observations on unempioyment rates of Austrian provinces are used. Figure 1
displays a map of these provinces. It is worthwile to mention that the country’s heartiand is still located in
the east even if the western provinces of Vorariberg, Tyrol, Salzburg and Upper Austria have tended to
gain economic importance in the past two decades. Moreover, it is noteworthy that Austria belongs to
those few countries like Switzerland and Sweden which had greatest success in mastering
unemployment during the international economic crises of the 1970s and early 1980s (see Fischer and
Nijkamp 1987 for more details on this issue).

Figure 1. The Nine Linder of Austria [or which Unemployment Data are Available.



The national and the 9 regional time series of unemployment rates are made up of monthly figures during
the period of 1961-1988. Table 1 gives an indication of the overall situation during the period considered.
Three indicators , the average unemployment level, the standard deviation and the coefficient of variation
are utilized to characterize the ten time series. The latter two indicators express the stability of
unemployment levels, the standard deviation in terms of absolute deviations and the coefficient of
variation in terms of relative deviations from the average value over the whole period of consideration.

TABLE 1. Average Unemployment (1961-1986) and Stability Indicators.

Region Average Standard Coefficient
Deviation of Variation
Austria (A) 2.702 1.501 55.57
Vienna (VIE) 2.220 1.096 49.38
Lower Austria (LA) 3.636 1.270 34.94
Burgenland (B) 3.890 2.255 57.97
Styria (ST) 3.568 1.243 34.83
Carinthia (C) 5.871 2.641 44.99
Upper Austria (UA) 3.080 .840 27.27
Salzburg (S) 2.494 1.309 52.48
Tyrol (T) 3.196 1.930 60.40
Vorarlberg (V) 1.650 1.004 60.84

For initial descriptive purposes the evolution of the unemployment rate (based on yearly data) is
presented in Figure 2 for the nine provinces in comparison to Austria as a whole. This figure clearly
reveals that the period chosen for this study is essentially split up into two subperiods. The first one
lasting until about 1981 is a'plateau-like’ period in which the national rate, for example, fluctuated around
2 per cent. The second one is a period of generally rising unemployment rates. By the end of the time
series the national rate had reached the unemployment level of the 1950s again, around 5 per cent. The
regional series exhibit a range of different characteristics. Their similarity to the national series in terms of
response patterns is quite clear. But there is also evidence of more or less marked differences which exist
between the different regional series in terms of their levels and their sensitivities to national economic
events. In order to arrive at a more effective description of the regional series a quantitive approach is
needed which enables to identify the regional response pattern to national events, to detect seasonal
and other components of unemployment.
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FIGURE 2: Unemployment in Austria (1961 — 1986) by Year and Province



3. The Classical Mode of Analysing the Relationship between National and Regional Unempiloyment

The approach which may be called the classical mode of analysing the relationship between national and
regional unemployment is a basic descriptive model putforward by Brechling (1967) and subsequently
used in a wide variety of settings and at different spatial scales (see, for example, King, Cassetti and
Jeffrey 1972, Jeffrey 1974, King and Clark 1978, Frost and Spence 1981a, b). This approach measures
the behaviour of individual regions relative to the national series and is based upon a regressional
framework involving a set of time regressions in which the regional unemployment rate is related to
structural, cyclical and seasonal components of unemployment. This relationship can be specified in a
linear-additive form as follows:

Up = Lt +Cit + Sit + € (1)

and is thus often termed Brechling-type components model. In this model Uy denotes the
unemployment rate in region i at time t, L; the structural component , Cj; the national cyclical component
and Sy the seasonal component of region’s i unemployment att €, is a region-specific error term
representing measurement errors and additional influences on the unemployment ievel. This error term
is usually interpreted as representing - at least partially - the unique regional component in the
unemployment pattern such as plant closures, regional strikes, shifts in regional investment etc.

The non-cyclical or structural component of regional unemploymentin (1) which expresses the long-term
dislocations in labour market functioning brought about by structural shifts within the economic system
can be and is usually estimated by use of a polynomial in time of second degree, i.e.

2

where q;; denotes the level of structural unemployment at the initial time period; o, and a;, are
coefficients of the quadratic expression allowing for increases or decreases in the structural component at
an increasing or decreasing rate over the total time period. The trend term reflects any tendency for the
unemploymentrate in region i to change systematically over time. In particular, variation in this term may
be the effect of long run structural change or the result of a decline in the ability of the industries located in
the region to generate demand for labour irrespective of any change in their composition or form. It is
worthwile to mention that the choice of a quadratic trend is arbitrary even if nearty all applications of (1) limit
the trend to only one turning point Butitwould be possible to use higher powersof t

The national cyclical componentof region’s i unemploymentattime t, C'rt' may be analytically specified

as follows:

3
Cit = i3 UNtp (3)

where Uy 4, denotes the national unemployment at time tib; b; indicates aregion-specific lead or



lag (in our case measured in months); Qi3 a parameter measuring region's i sensitivity to national (cyclical)
fluctuations in absolute terms (see Gordon 1985). If Qj3>1, region i is more sensitive to fluctuations

than the national series. If o5<1, region i is less sensitive. Thus, this parameter may be interpreted as
reflecting the strength, direction and significance of the impact which national unemployment fluctuation
might have on regional unemploymentin the short run. Itis worthwile to note that the cyclical component
Cy; defined in this way is the orthodox Keynesian demand-deficiency conceptualization (Clark 1980).

Finally, the procedure commonly used to determine the constant additive seasonal component, Sit,
consists of using seasonal dummies with value 0 or 1:

Sit= W &y K5It wx 4 ¥ Bppg Sif (4)

whereZy,Z,..,Z 11 denote dummy variables which account for seasonal fluctuations (in our case

each dummy is representing a certain month) and Qg + Xjg -, &j14 corresponding coefficients.

Thus, the particular form of the Brechling-type components model approach used in this study is as
foliows:

Up = o +ajg t+ Qo t2 + Qi3 UN&bi + Oy 29+ Qg 2y & ... * Qi1g 211 * € (5)

where the terms are as described above. Model (5) is based inter alia upon the following fundamental
assumptions. First, the relationship between national and regional unemployment is linear in nature.
Second, the disturbances have a zero mean and a constant variance. Third, the national unemployment

variable is non-stochastic, i.e. E(€;;, Unt) =0 for all i. Fourth, the disturbances are not serially correlated, i.e.

E( &4, €;4.,)=0 for k=0 and for all i.

The model parameters in (5) were estimated for all i using the ordinary least squares procedure with a
series of different leading and lagging national unemployment rates in order to determine the lag
parameterb;. Five different regressions were run for each regional series assuming b;=0,+1 and +2 for all
i. The timing yielding the highest level of explained variation in Uy , in terms of the coefficient of

determination R2  was accepted as the 'best’ representation of the process.

The associated parameter estimates as well as the corresponding R2-values and the Durbin-Watson
statistics, the d-values, are displayed in Table 2 for each region i. The main conclusions from the results
of this table can be summarized as follows:

*  First, the regions did not show a consistent tendency to react earlier or later than others to changes in
national conditions. Of course, this does notimply that all the regions reacted at the same time to all
national events. This finding simply indicates that the average tendency for a region to react early or
late centred on zero for all regions over the time period considered. It is interesting to note that Frost
and Spence (1981a) did find a similar result in a British context.



Second, the national cyclical effect is strong and felt in all regions. Moreover, there are not only
important interregional contrasts in the levels of unemployment, but also sharp differences among the
regions in their sensitivity to national trends resulting in a clear spatial pattern of responsiveness. The
eastern regions with the exception of Vienna stand out as being highly responsive to national

changes (with &ia- coefficients ranging from 1.13 for Lower Austria to a high of 3.80 for Burgenland),

in sharp contrast to the western regions which were - with &is- coefficients ranging from 0.49 to
0.82 - consistently less sensitive to the national cyclical swings of levels of economic activity. The
low senstivity of Vienna clearly confirms King and Clark’s (1978) interpretation, in a Canadian setting,
that large metropolitan areas tend to be insensitive as a result of economic diversity cushioning the
impactof national cyclical fluctuations.

*  Third, the structural or long term trend effect is much less important than the national cyclical effect
and is , moreover, not in all cases significant Carinthia stands out in showing a severe long term
problem with respect to structural unemployment , reflected in the very high initial structural
component. Furthermore, evidence suggests that structural unemployment in this region is slightly
increasing at a slightly decreasing rate while in other regions such as, for exampie, Lower Austria.
there seems to be a trend towards a slightly decreasing structural unemployment at a slightly
increasing rate (of course considered over the whole time period).

*  Fourth, the Durbin-Watson statistics indicate that all the regional series show more or less strong
auto-correlation in the residuals. This suggests that there is some form of unique regional effect
operating in the fluctuation of the unemployment levels over the time period considered.

Although Brechling models of type (5) have been used extensively in the past (see, for example, King
and Clark 1978, Frost and Spence 1981a) and with some confidence in their ability to identify
relationships between national and regional unemployment (Clark 1979), their adequacy and efficacy
have been questioned more recently. In particular, criticism has focussed on two major shortcomings.
First, the implicitassumption of a symmetry in the lead-lag relationship has been criticised (see Johnston
1983). This assumption implies that if a region leads the nation into a depression then it will also lead it out
and it aregion lags into the depression then it will also lag in the recovery stage. This assumption built in
the classical mode of analysis is unwarranted both from a theoretical and an empirical point of view. The
second objection refers to the fact that in nearly all applications the assumption of nonautoregression is
violated. The presence of serial autocorrelation among the error terms has several serious implications.
Even if the ieast squares estimates are unbiased in this case, they are likety to be inefficient. Moreover,
the estimated variances seriously underestimate the true variances. The estimated variances, however,
play an important role in constructing confidence intervals, testing hypotheses and computing t-ratios.
Thus, even though the estimated parameters appear to be quite reliable (small variances) they are in fact
extremely unreliable in the case of serially correlated errors. All these reasons suggest that
generalizations concemning the patterns of national and regional unemployment relationships based
upon the classical mode of analysis may be spurious.



TABLE 2.

Estimated Coefficients of the Brechling-Type Components-Models (t-values in brackets).

Region

k

i jp ajq %2 a3 g a5 a6 o7 ajg oig 10 i1 12 13 %14 R? d

VIE 0 o0.24 —0.01X  6E—05% 0.49% —0.22%  -0.15 0.21%  0.51%  0.65%  0.71%  0.70%  0.69%  0.63%  0.45 0.25 0.940 0.284
(1.73) (13400  (13.72) (19.70) (-2.55) (-1.76) (262)  (587)  (7.07)~ (743  (7.27)  (7.11)  (666)  (501)  (2.96)

LA 0 0.45%  —0.01%  2E-05% 1,13% 0.11 0.18%  0.15%  —0.36% 0.30 -0.12 -0.08 -0.11 —0.19%  —0.52X —0.54% 0.978 0.423
(329)  (-9.34) (8.02) (46.20) (1.34) (218  (1.94) - (-423)  (-3.40) (-132) (-084)  (-1.20) (-2.14)  (-581)  (-6.55)

B 0 1.4t 0.003 —9E — 05% 3.80% 1.53%X  -1.56 —2.56% —4.98% —4.32% -3.46 —3.14%  —3.13% -3.66X —5.08X —5.01% 0.928 0.463
(1.48) (0.48) (-4.23) (22.10) (262)  (271)  (-456) (-834) (-686) (-527) (-473) (469 (559 (-8.18)  (-8.55)

ST 0 0.07 -0.002 5E-06 1.26% 0.25%  0.26%  0.05 ~0.40% —0.44% —0.40% —0.44% —0.46% —0.40% —0.54% —0.39X 0.975 0.343
(043)  (-1.66) (1.37) (42.90) (250) (263)  (-049  (-393) (-412) (-354)  (-386) (-399)  (-360) (-507) (-3.94)

c 0 201X  0.01% —3E—05% 1.54% 1.11%  0.88X  —0.05X —1.87% —2.98% —3.56X 3.58%  3.54%X  —3.15X —1.90% —1.12X 0.956 0.307
(531)  (4.27) (-4.15) (22.63) (488)  (386) (225 (-797) (-11.95 (-13.70) (-13.60) (-1340) (-12.15) (-7.71)  (-4.84)

va 0 0.02 —0.01%  1E-05" p.g2% 0.02 0.02 0.17%  0.19%  0.20%  0.32%  0.34X  0.43%  0.37%  0.20% 0.1 0.966 0.389
(022)  (-600) (5.96) (41.09) (026) (0.88)  (2.63)  (274)  (283)  (4.16)  (526)  (560)  (487)  (283)  (1.66)

s 0 0.49%  —0.01% _ 2E—05% 0.67% —0.19%  —0.40% —0.28% 0.23%  -0.13 —0.49% —0.49% —0.50% —0.26% 0.58%X  0.88X  0.962 0.721
(4.14)  (-682) (7.80) (31.65) (-2.7) (-563)  (-4.06) (3200  (-162) (-610) (-595 (-612)  (-318)  (7.50)  (12.15)

T 0 0.51%  4E-05 4E—06%  0.75% 0.26 0.04 -0.35%  0.07 -0.08 —0.91% —1,08% —1.11% —0.76% 0.45%  1.01X  0.933 0.789
(256)  (0.03) (0.96) (20.92) (217)  (0.35)  (-302) (059  (-062) (-664) (-7.80) (-8.04) (-558  (346)  (8.30)

v 0 —1.12%  0.002 56-06% 0.49% —0.39%  —0.34% 0.04 0.59%  0.72%  0.63%  0.60%X  0.57%  0.61X  0.77%  0.70X  0.843 0.300
(-753  (1.88) (1.32) (16.10) (-371) (334 (042)  (551)  (644)  (540)  (503)  (4.80)  (518)  (690)  (6.65)

VIE : Vienna, LA : Lower Austria, B :Burgenland, ST : Styria, C : Carinthia, UA : Upper Austria, S : Salzburg, T :

(%) Coefficients are significant at the 0.05 level

Tyrol, V : Vorarlberg



4. Transfer Function Modefling as an Allernative Mode of Analysis

In response to the above mentioned problems and deficiencies of the classical mode of analysis Clark
(1979) and others suggested to use the transfer function modelling approach (more precisely the
transfer function-noise model approach). This alternative mode of analysis shows some very attractive
features. It can be used to describe a wide range of types of non-stationarity, seasonality and dynamic lag
structures and to analyse the dynamic (or lagged) relationship by means of more general lag and error
structures. The approach is not only more flexible in terms of identifying the relationships between
national and regional unemployment in comparison with the classical mode. it also provides a greatdeal of
flexibility in terms of characterizing the process which might be responsible for the autocorrelation among
the error terms. A wide range of processes which can be generating the error terms may be taken into
account.

The basic idea of the transfer function-noise model approach is to consider the dependent variable, Uj; |,
and the independent variable , Uy; , in the relationship between national and regional unempioyment as
realizations of underlying stochastic processes or in other words as realizations of jointly distributed
randomvariables.

The general transfer function-noise model relating region’s i unemployment to the national un-
employment may be written as follows:

Uit = fi(K, Untsby) + Nit (6)

where fi(K, Untsb;) isan adequate transfer function for region i relating the national unemployment
rate Upy to the regional unemployment rate Uj; and containing that part of U which can be explained

exactly in terms of Up; ; b; is aregion-specific lead/lag paramter; K a set of parameters characterizing the
dynamic transfer of Up;; and N j; represents the noise component of the model representing the error
structure of the national and the regional series. Referring to (6) two questions arise immediately, namely:
which transfer function mode! candidate should be chosen and in which way the noise component
should be specified. Answers to both these questions will be given in the sequel. The logic of the
model building process based upon an iterative procedure is outlined in Figure 3 and essentially
consists of four major stages.

The First Stage

The first stage serves to model the national and the regional unemployment series in such a way that the
following two kinds of relationships are taken into account: correlations between successive observations
within seasonal time periods and dependencies between different periods. This motivates to use model
candidates out of the general class of multiplicative seasonal autoregressive integrated moving average
(ARIMA) models which forms the most general and flexible key for specifying the univariate models, for
example, for both regional and national unemployment. Such a multiplicative seasonal model for the
national series can be formulated in the following shorthand form (see Box and Jenkins 1976, Fischer and
Folmer 1982 for more details):













































