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Abstract

This paper explores the time-varying causal nexatsden tourism development and economic growth
for the top ten tourist destinations in the wordmely China, France, Germany, Italy, Mexico, the
Russian Federation, Spain, Turkey, the United Kamgdand the United States of America, over the
period 1990-2015. To that end, a bootstrap rolimgdow Granger causality approach based on the
modified Granger causality test developed by Tawh¥amamoto (1995) and Dolado and Lutkepohl
(1996), is used. A new index for tourism activititich combines via principal component analysis the
commonly used tourism indicators is also employBEde results of the bootstrap rolling window
causality tests reveal that the causal relatiohgd®n tourism and economic growth vary substagtiall
over time and across countries in terms of bothnitade and direction. It is shown that the causal
linkages tend to be more pronounced for a largeguaod countries following the global financial asis

of 2008. Additionally, Germany, France and Chineadly stand out as the countries with the weakest
causal nexus, while the UK, Italy and Mexico emeagethe countries that have the strongest causal
links. These results have particularly importanphications for policy makers.
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1. Introduction

Over the last years, tourism has become one ofatigest and fastest growing sectors of the world
economy and, consequently, it has turned into a deyer of socio-economic progress in many
countries. According to data of the World TravelT&urism Council (2015), the total contribution,
including direct, indirect and induced impacts,tioé travel and tourism industry to the worldwide
economy in 2014 was around 9.8% of world GDP ant®Qof world employment. Despite the
challenging economic environment caused by thenteglbal financial crisis, the annual average
growth rates of tourist arrivals and internatiotwalrism receipts worldwide over the period 20084201
have been 3.59% and 3.23%, respectively (World i$ouiOrganization, 2016), demonstrating the
resilience of the tourism industry. Moreover, thaitdd Nations World Tourism Organization
(UNWTO) projects that international tourist arrigatill increase by approximately 3.3 per cent every
year from 2010 to 2030 to reach 1.8 billion by 2030

It is generally accepted that international tourisas a positive effect on long-run economic growth
through various channels. First, tourism is a funelatal foreign exchange earner for many countries,
allowing to import capital goods used in the prdducprocess. Second, tourism has an important role
in stimulating investments in new infrastructurel @empetition between local firms and firms in othe
tourist countries. Third, tourism can boost othectsrs of the economy such as construction,
transportation, accommodation, food and entertamina& its direct, indirect and induced impacts.
Fourth, another interesting feature of the touriadustry is its ability to generate new jobs, which
causes an increase of household income and govetnaxerevenues through multiplier effects. Fifth,
tourism facilitates the exploitation of economidssoale in national firms. Finally, tourism can be
regarded as an important factor in the diffusiorteshnical knowledge, promotion of research and
improvement of human capital. This belief that tenr contributes positively to economic growth has
given rise to the tourism-led economic growth (lefath TLG) hypothesis, which has its origin in the
export-led growth hypothesis and was first intrasth®y Balaguer and Cantavella-Jorda (2002). The
TLG hypothesis states that higher economic growthamuntry can be generated not only by increasing
the amount of labor and capital within the econobuy,also by expanding tourism exports.

A great deal of empirical research has been dorestathe validity of the TLG hypothesis in a wide
range of countries mostly using the notion of chtysdeveloped by Granger (1969). A common feature
of the great majority of these causality-basedisti their static nature, as they implicitly asstthe
stability over time of the causality relationshigtlveen tourism activity and economic growth.
However, the causal links between these variabl®g vary over time because of structural changes
caused by major economic events, shifts in economiourism policies and/or changes in the politica
and social environment. Therefore, the empiriaadigts that examine the causality relationship betwe
tourism activity and economic growth without takimgo account the possible impact of structural
changes on the causal connection are susceptiblesteading results and conclusions.

The purpose of this paper is to investigate theetuarying causal linkages between tourism
development and economic growth for the world’stEptourism destinations in terms of international
tourist arrivals, namely France, the United Stafsin, China, Italy, Turkey, Germany, the United
Kingdom, the Russian Federation and Mexico, usidgpatstrap rolling window Granger causality
approach. In particular, the rolling window estifoatis incorporated into the modified Granger
causality test developed by Toda and Yamamoto (1888 Dolado and Lutkepohl (1996). The main



advantage of using this modified causality teshet it does not require knowledge of the degree of
integration and cointegration properties of thaalaes involved.

This article contributes to the existing literaturéhree ways. Firstly, to the best of our knovgegthis

is the first attempt to explore the causal nexus/éen tourism development and economic growth in
the top ten tourist countries using a time-varyiregnework. The rolling window Granger causality
approach applied here allows capturing the tim&tian in the causal relations and, therefore, jgley

a comprehensive and detailed view of the tourisoremic growth link in the most popular tourist
destinations worldwide. Secondly, a bootstrap-basedality test, which is robust to small sampte si
and pre-testing bias and the non-normality of thiadis adopted in this study. Thirdly, differerdgrh
previous studies, a novel indicator of tourist\dttj which combines in a single index the inforioat
contained in the three common measures of tourtenrigt arrivals, tourism receipts and tourism
expenditures) and is constructed employing prin@penponent analysis, is used in the present study.

Our empirical results clearly show the time-varyimgture of the causal relations between tourism
development and economic growth for all countriedar scrutiny. Specifically, the causal linkages ar
more pronounced for a large group of countriesha pieriod following the global financial crisis of
2008 and the subsequent economic downturn, reftpthie deep impact of these major financial and
economic events on the tourism-economic growth nsiderable differences are also found across
countries in terms of the magnitude and directibthe causal connections between tourism activity
and economic development. In particular, Germamgnée and China emerge as the countries with the
weakest causal linkages, possibly as a resuliedirtfited weight of the tourism sector in the ecoies

of these countries. In contrast, the UK, Italy dvidxico appear as the countries where the causal
relations are more stable and stronger. Lastlyifsognt bidirectional Granger causality relatioipsh
where tourism and economic growth mutually reinfoeach other are observed for most countries in
the aftermath of the recent global financial crisis

The rest of the paper is organized as follows.i&e& reviews the relevant literature on the relaghip
between tourism activity and economic growth. $ec8 presents the dataset. Section 4 introduces the
econometric framework. Section 4 presents the dat&ection 5 reports and discusses the main
empirical results. Finally, Section 6 offers sorsaduding remarks.

2. Review of the literature

The relationship between tourism activity and eeoieogrowth has been the subject of a vast amount
of research in the tourism economics literaturanarily from the early 2000s and for those coustrie
in which the tourism sector plays a more prominetg! Granger causality analysis is undoubtedly the
most widely used technique to explore the touri@mremic growth link as the knowledge of the
existence and direction of causal linkages is atuir policy makers in order to design appropriate
tourism and economic policies. Four main hypothesgsrding the causality relationship between
tourism and economic development can be identifrethe literature. The first and most popular
interpretation of the tourism-economic growth liskhe TLG hypothesis, according to tourism boosts
economic growth because of the economic benefitswofsm, such as increases in foreign exchange
earnings, investments in infrastructure, employmi@cbme and tax revenues. This hypothesis implies

A comprehensive survey of this literature can hentbin Pablo-Romero and Molina (2013) and Bridal £62016).



unidirectional causality running from the tourismdustry to economic growth and it has been
empirically validated by the majority of studiesgeBassil et al., 2015; Brida et al., 2008; Eesledl

al., 2012; Ghartey, 2013; Tang and Tan, 2015).sHwend view is the economic-driven tourism growth
(EDTG) hypothesis, which asserts that economic graentributes significantly to tourism expansion.
Specifically, the sustained economic growth of antoy facilitates the development of the tourism
sector in that country as resources are availabl®tirism infrastructure, the positive economimelte
encourages the proliferation of tourism activiteesd international tourists are also attracted gy th
country’s economic vitality. The EDTG hypothesispgates a unidirectional causality running from
economic growth to tourism development and it haenbempirically verified by, among others,
Narayan, (2004), Oh (2005) and Payne and MervarQR0O he third hypothesis, also called feedback
hypothesis, means bidirectional causality betweemigm and the economy, suggesting a mutually
reinforcing effect between tourism development aodnomic growth. The validity of this hypothesis
has been supported by, among others, Corrie @3), Dritsakis (2004), Kim et al. (2006) and hea
and Tang (2010). Finally, the neutrality hypothestigtes that there is no causal relationship at all
between tourism activity and economic growth. Salvstudies, such as those of Brida et al. (2010),
Katircioglu (2009) and Ozturk and Acaravci (200®4yve provided evidence in favour of the neutrality
hypothesis for different countries. A summary of\pous empirical studies on the tourism-economic
growth relationship can be found in Table-1 in dppendix.

This conflicting evidence on the causal nexus betweurism and economic growth has been typically
attributed to differences in the sample period yared, variables selected, frequency of observations
employed, country coverage and/or version of Grarggisality test applied. Nevertheless, the
controversial causality results may also be duthéopresence of structural changes in the timeseri
data. Structural changes may induce shifts in #rarpeters, which may, in turn, lead to instability
the causal linkages over time. Thus, there may esigsal relations between tourism and economic
growth in some periods and not in others. It i @lgssible that the nature and direction of thesakity
relationship differ a cross sub-samples.

A major limitation of most previous studies in thi®a is that they ignore possible time-varyinggras

in the causal linkage between tourism and econgnaie/th and base their causality inference on full-
sample tests, which may give rise to misleadingchmmons about the underlying relationship of
causality. As a matter of fact, only a recent boflwork has started to question the stability auae

of the tourism-economic growth link. In this regaednumber of studies have demonstrated that the
TLG hypothesis is generally valid and stable oweretfor the Malaysian economy using different
causality approaches, although the tourism-econgmoiwth link changes over time. In particular, Lean
and Tang (2010) and Tang and Tan (2015) implemethiedsranger causality test proposed by Toda
and Yamamoto (1995) and Dolado and Liutkepohl (1@®@6)olling sub-samples within a bivariate and
a multivariate framework, respectively. Insteadpdand Tan (2013) examined the validity and stigbili

of the TLG hypothesis in Malaysia with disaggredadata by applying the recursive Granger causality
test in an error correction model framework. Inimilgr vein, Arslanturk et al. (2011) utilized
bootstrapped rolling window and state-space tinrging parameter estimation methods based on a
vector error correction model (VECM) to analyze tinee-varying Granger causality between tourism
and economic growth in the case of Turkey. Theidifigs regarding the time-varying links reveal that
tourism positively Granger causes economic growtly since 1983, while economic output has no
predictive power for tourism receipts. Using a veiyilar methodology to Arslanturk et al. (2011),



Balcilar et al. (2014) concluded that tourism retepositively Granger cause economic growth intsou
Africa with the only exception of the period betwek85 and 1990. Moreover, economic growth also
seems to have predictive power for tourism receidisre recently, Tang and Abosedra (2016) have
evaluated the persistency of the TLG in Lebanom itnivariate framework by using the bootstrap
causality approach of Toda and Yamamoto (1995) Ralkdo and Lutkepohl (1996) with rolling
estimation. The Granger causality tests confirmvédegity and stability of the TLG hypothesis fdret
Lebanese economy, particularly after February 20868m a different perspective, Antonakakis et al.
(2015) analyzed the time-varying relationship betmveourism and economic growth for ten European
countries using rolling window estimations of thAR (vector autoregressive)-based spillover index
approach developed by Diebold and Yilmaz (2012)kiThesults have clearly shown the changing
nature of the tourism-economic growth connectioteinms of magnitude and direction. In particular,
the tourism-economic growth link in European coigstis highly sensitive to major economic events
such as the great recession of 2007 and the sudrgeurozone debt crisis that began in 2010. In any
case, to our knowledge, no previous paper has déhlthe time-varying nature of the causal linkage
between tourism development and economic growtthi®mworld’s principal tourist destinations.

3. Data description

This paper investigates the time-varying causatslibetween tourism development and economic
growth using quarterly data over the period 199@Q2015Q4 for the top ten international tourist

destinations in the world, namely China, Francenteay, Italy, Mexico, the Russian Federation, Spain

Turkey, the United Kingdom, and the United StateAmerica. The dataset in this study consists of a
novel indicator of tourism activity as a proxy fitre volume of international tourism and real Gross
Domestic Product (GDP) per capita in constant 208%lollars as a proxy for economic growth in each
of the top ten tourist countries.

Three key variables have been traditionally usethéntourism economics literature to measure the
volume of tourism flows: the total number of intational tourist arrivals (Antonakakis et al., 2015;
Katircioglu, 2009, Tang and Abosedra, 2016), iraional tourism receipts (Arslanturk et al., 2011;
Balaguer and Cantavella-Jorda, 2002; Chen and GNeiy 2009) and international tourism
expenditures (Aslan, 2015; Cardenas-Garcia e2@15; Tugcu, 2014). However, a major drawback of
these indicators is that they only show a pargabaiation with economic growth. Thus, tourist\ais
report the number of visitors, international tooriseceipts reflect the income side and internationa
tourism expenditures cover the expense side, athdauis widely accepted that there is a very high
positive correlation between these variables asget number of tourist arrivals means more reseipt
and more expenditures. As noted by Zaman et al§2Q@he simultaneous use of these three tourism
activity indicators in a regression model mightateea problem of multi-collinearity because of high
correlations between them. It would therefore bésadble to use a comprehensive measure of tourism
development which avoids multi-collinearity issu€s.this end, a new tourism development indicator,
defined as a weighted index of the three above ioreed indicators, is employed in this study. This
weighted tourism index is constructed by applyingnépal Component Analysis (PCA) on
international tourist arrivals, international t@m receipts and international tourism expenditfoes
each of the ten countries under examinatidhe main advantage of this novel indicator is thiatings
together in a single index all the relevant infotima pertinent to the three traditional tourismightes.

To conserve space, we have not reported the refut€A and correlation analysis between tourisdicators but results
are available upon request from authors.



The data on real GDP per capita come from the WBalak's World Development Indicators database
(CD-ROM, 2016). The data on the number of arrivdlsnternational tourists, international tourism
receipts in current US$ and international tourisgpemditures in current US$ are collected from the
World Tourism Organization (2015). Moreover, allriebhles are transformed into natural logarithm
form to ensure better distributional propertiesadigition, the annual time series of real GDP pgita
and weighted tourism activity indicator are tramsfed into quarterly data by applying a quadratic
match-sum method, which is particularly suitablevoid the small sample problenfrurthermore, the
guadratic match-sum approach adjusts for seasanations in the data while transforming data from
low frequency into high frequency. In this regatiheng et al. (2012) note that the seasonality probl
can be prevented by using a quadratic match-sumoagip as this method reduces the point-to-point
data variations. Therefore, the quadratic match-susthod is preferred to other interpolation
alternatives due to its convenient operating praced

4. Methodology Framework: The bootstrap rolling-window Granger causality approach

According to Granger (1969), a variable is saiGtanger causes another variable if including trst fi
variable in the information set improves the fostaaf the second variable over and above its own
information. From a statistical perspective, theariger causality tests are typically performed by
examining the joint significance of the lagged ealdor the first variable in a predictive model foe
second variable in the framework of a VAR modeln@mtional Granger causality test statistics inelud
the Wald, Likelihood ratio (LR) and Langrage muligp (LM) statistics. These test statistics assume
that the underlying time series are stationarytaegt may not have standard asymptotic distributibns
the stationarity assumption does not hold. Theadifies that arise when estimating these VAR medel
with non-stationary data have been illustrated éskRnd Phillips (1986) and Toda and Phillips (1,993
1994), among others. To overcome these problemda Bmd Yamamoto (1995) and Dolado and
Lutkepohl (1996) proposed a modification to the vamtional Granger causality test that allows
obtaining a standard asymptotic distribution fae thst statistic when the variables forming the VAR
system are 1(1). The modified Granger causalityiriggprocedure developed by Toda and Yamamoto
(1995) and Dolado and Litkepohl (1996) (hencefoibL) is based on estimating a VAB¥1), where

p is the lag order, in levels of the variables. Keg advantage of this test is that it remains valid
irrespective of the order of integration and cagnégion properties of the variables. As noted blcita

and Ozdemir (2013a,b), the essence of the modditat estimating a VAR(+1) and performing the
Granger causality test on the fipsiags. In this way, one coefficient matrix, whighates to thep+1)th

lag, remains unrestricted under the null hypothesiaking the test to have a standard asymptotic
distribution.

However, using Monte Carlo simulations Shukur arahMlos (1997b) proved that the TYDL causality
test does not have correct size in small- and medized samples. Moreover, Shukur and Mantalos
(1997a) showed that the critical values of the riediWald causality test improve in terms of power
and size properties by applying the residual-basedstrap (RB) method. In addition, the robustréss
the bootstrap approach to test for Granger caydadis been recognized by numerous Monte Carlo
simulation studies (e.g. Hacker and Hatemi-J, 200)talos and Shukur, 1998; Shukur and Mantalos,

The quadratic match-sum method fits a local quadpatlynomial for each observation of the origimahual time series,
using the fitted polynomial to fill in all obserahs of the higher frequency (quarterly) seriese Ghadratic polynomial is
formed by taking sets of three adjacent points fitwm original series and fitting a quadratic, sattthe sum of the
interpolated quarterly data points matches theshetanual data points.



2000). In particular, Shukur and Mantalos (2000indestrated that LR tests with small sample
correction exhibit relatively better power and gizeperties, even in small samples. According &s¢h
findings and following, among others, Balcilar €t(2010) and Tang and Abosedra (2016), this study
uses the bootstrap version of the TYDL causalist te examine the Granger causality relationship
between tourism and economic growth. To illusttéee bootstrap TYDL Granger causality test, we
consider the following bivariate VAIR) process:

Ye=Fo+F.y, t...tF oYi(pr) T & 1)

whereg, = (ql,em)' is a white noise process with zero mean and nogu$ar covariance matrix and
p denotes the optimal lag length of the VAR system.simplify the representation, the vectgris

partitioned into two sub-vectors, namely real GI¥P gapita Gpp) and tourism developmentqUr).
Hence, Eq. (1) can be rewritten as follows:

GDR 1 + f14(L) f1(L) GDR + =

= 2
TOUR  fy  Fxu(L) fo(L) TOUR &y ()

p+l
fi(L)= £ ,kL" ,i,j =1,2 andLis the lag operator such tHa, = x,_ -
k=1

Based on Eq. (2), the null hypothesis that tourigwelopment does not Granger cause real GDP per
capita can be tested by imposing the zero resricfi, ,=0for k=12 ,...,p. Analogously, the null
hypothesis that real GDP per capita does not Grao@ese tourism development can be tested by
imposing the restrictiorf,, , =0for k =12 ,...,p. If the first null hypothesig,, , =0 for k=12 ,...,p

is rejected, there is significant unidirectionaligality running from tourism development to economi
growth. This means that tourism development cadigrehanges in economic growth. Likewise, if the
second null hypothesi§,, =0 for k =12 ,...,p is rejected, there is significant unidirectionalisality
running from economic growth to tourism developmeimiplying that economic development
contributes to tourism expansion. In the case ltlb#t hypotheses are rejected, the evidence pants t
bidirectional causality, which in this context ingd a feedback system where tourism development and

real GDP per capita reach to each other. It isptdssible that neither of the two hypotheses aeeted,
implying that neither of the two variables has jctde content for the other (neutrality hypothésis

Before introducing the multivariate LR statistics Granger causality, following Shukur and Mantalos
(2000) we can define:

Y, =Yy Yoree¥r) (2" T) matrix
B=(F,,F,....F;) (2" (2k +1) matrix
Z =LY Yo Yo pu)' ((2k+1)" 1) matrix,

Z2=(2,2,...2,,) ((2k+1D" T) matrix



h=(g,e,....e) (2" T) matrix
wherek = p+1.

Using this notation, the augmented VAR{) model can be written compactly as follows:

Y=BZ+h 3)

wheréf, is the matrix of estimated residuals from the atrieted regression anj denotes the matrix
of estimated residuals from the restricted regoesander the null hypothesis of no causality. Tliee,
variance-covariance maitrix of these estimated vedsdcan be calculated & =/4./4,and S, =A.A,
respectively.

Next, the modified-LR TYDL test statistics can lmargputed as follows:

detS,
detS

u

LR=(T-m)" In

(4)

whereT denotes the total number of observations,2” (2k +1)+k is the small sample correction
term andk = p+1 is the lag order of the VAR system. In additidatstands for the determinant of the
respective matrix and In is the natural log.

According to Toda and Yamamoto (1995), the LR Geartqwusality test statistic given in Eq. (4) has a
c? asymptotic distribution with degrees of freedonualcto the number of restrictions to be tested,
which equal$ under the null hypothesis of no causality.

Although the applied economics literature offengesal techniques for testing the existence of Geang
causality in Eq. (2), this study applies the baafsimethod pioneered by Efron (1979), which utdize
critical values op-values generated from the empirical distributienived for the particular test using
the sample data. In this study, the bootstrap estisnand bootstrap p-values are based on 2,000
repetitions.

The standard Granger causality tests assume tranpters of the VAR model used in testing remain
constant over time. Nevertheless, this assumpsovidlated when the underlying full-sample data
exhibit structural changes. This implies that #uits derived from the causality tests based effuth
sample become invalid and the causal links betweerariables involved will show instability. Inish
respect, Granger (1996) emphasizes that the stal@abstability is one of the most challenging issu
confronting empirical studies today as it may léacdimbiguous and biased results. It is possible to
identify and incorporate the structural changes fitie estimation using techniques such as sample
splitting and dummy variables, but these procedureeduce pre-test bias. In order to overcome the
possible parameter non-constancy and avoid presiast this paper adopts a rolling window Granger
causality approach based on the bootstrap TYDL st rolling window estimation provides an



appropriate framework for the detection of instépilin the causal linkages between tourism
development and economic growth across differebtssimples. Specifically, the rolling window
techniques rely on fixed-size sub-samples rollieguentially from the beginning to the end of the
sample by adding one observation from ahead amgpdrg one from behind. Setting a fixed-size rolling
window includingl observations, the full sample is converted intequence of -l sub-samples, that
is, t=t-1+L¢-1,.....t for t=I,1+1....,T. The bootstrap-based TYDL causality test is then

applied to each sub-sample, instead of estimatisiggly causality test for the entire sample. Ruaesi
changes in the causal linkages between tourisma@went and economic growth for each country can
be intuitively identified by calculating the boatgp p-values of observed LR statistics rolling through
T-l sub-samples.

Additionally, the magnitude of the effect of toumglevelopment on economic growth as well as that of
economic growth on tourism are also investigatdte Gumulative effect of tourism development on

p ~k
real GDP per capita is calculated as the averagdl bbotstrap estimates, that ' 7;,, , where
k=1

N;'equals the number of bootstrap repetitions. Anaisbyo the cumulative effect of real GDP per

p Ak Ak Ak
capita on tourism development is obtained fromftimula N;* 75, . Both 7, and /5, are the

k=1
bootstrap estimates from the VAR model in Eq. [2)e 95% confidence intervals are also computed,
for which the lower and upper limits equal the B.anhd 97.5th quantiles of each of the bootstrap
estimates, respectively. These effects are measofkag through the whole sample with a fixed
window size ofl observations.

5. Empirical findings
5.1. Full-sample results

To avoid the spurious regression problem that arishen statistical inferences are drawn from
nonstationary time series, it is necessary to éixstmine the unit root properties of the data (Gean
and Newbold, 1974; Phillips, 1986). Specificallge tAugmented Dickey-Fuller (ADF) unit root test
and the Kwiatkowski-Phillips-Schmidt-Shin (KPSSatgtnarity test are conducted to determine the
order of integration of the variables. Based on Mddarlo analysis, Amano and van Norden (1992)
and Schlitzer (1995) showed that by using the coation of ADF and KPSS tests, the possibility of
wrong conclusions on stationarity is minimized. [Bab presents the results of ADF and KPSS tests on
the levels and first differences of the novel tenridevelopment indicator and real GDP per capita fo
each country. The ADF test fails to reject the iylbothesis of one unit root in the levels forsaties

at the usual significance levels. Further, the hypothesis of a unit root is clearly rejected wiles
series are in first differences. Additionally, tK&SS test strongly rejects the null hypothesis of
stationarity for all series in levels at the corv@mal levels, while it cannot reject the null ¢aonarity
when the series are in their first differences.dsiasn this evidence, it can be concluded thatithe t
series of weighted tourism indicator and real GB#P @apita for all countries considered are 1(1)
processes.



Table 1.Results of unit root tests

Country Level First Differences

ADF KPSS KPSS
Panel A: Tourism development index
China -1.648 (5) 1.141 (9)*** -4.027 (4)*** 0.108)
France -1.481 (9) 1.046 (9)*** -3.196 (8)** 0.368)
Germany -0.306 (9) 1.249 (8)*** -3.016 (8)** 0.062)
Italy -1.136 (1) 0.639 (8)** -4.219 (0)*** 0.0537}
Mexico -1.916 (9) 1.172 (8)** -3.643 (8)*** 0.0661)
Russia 0.496 (5) 0.770 (9)** -3.444 (12)** 0.518) (
Spain -1.921 (9) 0.913 (9)** -4.410 (8)*** 0.568)(
Turkey -1.175 (9) 1.189 (8)*** -3.874 (12)*** 0.@®9(1)
UK -2.138 (1) 1.039 (9)*** -4.066 (0)**=* 0.224 (7)
USA -1.543 (5) 1.151 (8)*** -4.373 (12)*** 0.17Z7}
Panel BRReal GDP per capita
China -1.669 (2) 1.082 (9)*** -3.767 (0)*** 0.80(6)
France -1.743 (9) 1.108 (9)*** -4.214 (8)*** 0.128)
Germany -0.444 (5) 0.925 (9)*** -3.232 (12)** 0.247)
Italy -1.354 (9) 0.934 (8)*** -4.529 (8)*** 0.1207)
Mexico -1.166 (5) 1.127 (8)*** -3.010 (12)** 0.55®)
Russia -1.146 (5) 0.871 (9)** -4.962 (4)*** 0.679)
Spain -1.290 (9) 1.074 (9)*** -3.230 (8)** 0.218)(
Turkey -0.271 (8) 1.195 (8)*** -3.114 (8)** 0.1598)
UK -1.629 (9) 1.046 (8)*** -4.242 (8)*** 0.368 (7)
USA -2.185 (5) 1.147 (8)*** -3.084 (4)** 0.153 (4)

Note: ADF and KPSS denote the statistics of the AugnmieBtiekey-Fuller (ADF) unit root test and the Kwiatkski-
Phillips-Schmidt-Shin (KPSS) stationarity testpedtively. The figure in the parentheses repreghetsptimal lag structure
for the ADF test, determined by the Akaike inforioatcriterion (AIC), and the optimal bandwidth fre KPSS test,

determined by Schwert's (1989) formules int 4(%00)% , Whereint is an integer andl' denotes the number of

observations.In addition, ***, ** and * indicate jeetion of the null hypothesis of unit root at th#, 5% and 10% levels,

respectively.

In order to shed light on the causality relatiopshetween tourism development and real GDP per
capita, the bootstrap version of the TYDL causakist is performed on the whole sample period. The
optimal lag length of the VAR model for each of g ten tourist countries is selected based on the
Akaike information criterion (AIC). The full-samplmotstrapp-values for the TYDL causality test are
obtained with 2,000 bootstrap replicates. Tableispldys the results of this full-sample Granger
causality test. As can be seen, the null hypottieatstourism development does not Granger cawae re
GDP per capital is rejected at the usual levelsitay, Mexico, the UK, the US and the Russian
Federation. This finding means that causality fldsesn tourism development to economic growth for
these five countries. In contrast, the null hypsibi¢hat real GDP per capita does not Granger cause
tourism development is rejected at the conventitenals for Italy, Mexico, Spain, the UK and the.US
These results from the full-sample bootstrap Grancpgusality tests support the existence of
bidirectional causality relationships between temridevelopment and economic growth for Italy,
Mexico, the UK and the US. In turn, for the Rusdt&ueration there is only Granger causality running
from tourism development to real GDP, while for Bpe causality is from real GDP per capita to
tourism development. Additionally, no causal lirkt\ween tourism development and economic growth
is found for China, France, Germany and Turkey élverentire sample period.



Table 2. Full-sample Granger causality tests between touaistheconomic growth

C i K Ho: Tourism does not cause GDP b1 GDP does not cause Tourism
ountry LR-Statistics Bootstrap p-values LR-Statistics Bootstrap p-values
China 6 1.8855 0.6430 1.4530 0.5350
France 6 9.0140 0.1310 1.3959 0.5510
Germany 5 5.0797 0.3349 0.8431 0.7270
Italy 6 13.437* 0.0160 52.02%* 0.0000
Mexico 4 14.287 0.0812 38.13% 0.0140
Russia 6 11.994 0.0400 1.6176 0.6380
Spain 7 8.2372 0.0709 30.149 0.0000
Turkey 3 0.0857 0.9620 5.2304 0.2060
UK 5 11.605 0.0607 18.435* 0.0010
USA 6 10.947 0.0790 17.768 0.0410

Note: The optimal lag order (k) of the VAR model is detéred by the AIC. The-values are based on 2,000 bootstrap
replicates. As usual, ***, ** and * indicate rejéah of null hypothesis of no causality at the 1% &nd 10% significance
level, respectively.

However, it is worth noting that this full-sampleusal inference may be seriously biased in theepres

of structural changes, which produce shifts inghemeters and may alter the pattern of causaléy o
time. Accordingly, tests for short-run and long-p@rameter stability are conducted in this study. |
practice, a number of tests can be utilized to éemarthe temporal stability of VAR models (e.qg.
Andrews 1993; Andrews and Ploberger 1994). Althoiigh straightforward to apply these tests to
stationary systems, the variables in our modehanstationary and may be cointegrated and, thexefor
this integration-cointegration property should laé&ein into account. In a cointegrated VAR, the
variables form a VECM and the stability of the lemg and short-run parameters needs to be
investigated. If the long-run or cointegration paeders are stable, the model exhibits long-runilgtab
Moreover, if the short-run parameters are alsolstabe model has full structural stability. Sirtbe
estimators of cointegration parameters are supesistent, stability testing can be split into tweps.

In the first step, the stability of the cointegoatiparameters is checked. In the second steptahuity

of the short-run parameters of the VAR model iset@sTo evaluate the stability of long-run paranste
the L¢ test put forward by Nyblom (1989) and Hansen (}992ised. The {Ltest is an LM test for
parameter constancy against the alternative hypisthigat the parameters follow a random walk preces
and are, hence, time-varying. When the series(&jethe Nyblom-Hansen ltest serves as a test of
cointegration. In the second step, the Sup-LR, MdRmand Exp-LR tests developed by Andrews (1993)
and Andrews and Ploberger (1994) are used to iigadstthe stability of the short-run parameters. Al
these three tests are computed from the sequenhée sthtistics that test the null hypothesis ofstant
parameters against the alternative of a one-timetsiral change at each possible time in the sample
These tests have non-standard asymptotic distwisitand the critical values are available from
Andrews (1993) and Andrews and Ploberger (1994).odder to avoid the use of asymptotic
distributions, the critical values an@values for all stability tests are obtained fronpaametric
bootstrap approximation to the null distributiontbé test statistics, constructed by means of Monte
Carlo simulation using 2,000 samples generated &d/MR model with constant parameters.

Table 4 reports the outcome of these tests of pateanconstancy for tourism development and real
GDP per capita equations along with the assocatedues. The Ltest is calculated for each equation
separately using the fully modified OLS estimatbPhillips and Hansen (1990) and also for the entir
VAR system. Unlike the Ltest, the Sup-LR, Mean-LR, and Exp-LR tests regtrimming at the ends



of the sample. Following Andrews (1993), BalciladaOzdemir (2013a, b) and Balcilar et al. (2010),
among others, we trim 15% from both ends and calleuhese test statistics for the fraction of the
sample in [0.15, 0.85]. The results for thetést of stability of cointegration parameters aade that
both tourism and real GDP per capita equationsaddave constant long-run parameters at the usual
levels. Moreover, the system Lest statistics show that the VAR model as a whatas out to be
unstable at the 1% level for all countries. In &ddi the Sup-LR, Mean-LR, and Exp-LR test statssti
reject the null hypothesis of short-run parameterstancy at the conventional significance levels in
tourism development and real GDP per capita equaiiva large number of cases for most countries.
In sum, the evidence from the parameter stab#isyst suggests that the estimated VAR models do not
have constant long-run and short-run parametengposting the existence of structural changes.
Consequently, any statistical inference based eraisumption of parameter constancy is likely to be
invalid. Based on these findings, it can be conetuthat the results of Granger causality tests dxetw
tourism development and economic growth based enfulh sample for the main world’s tourist
destinations are not reliable.

Table 3.Results of short-run and long-run parameter stghigists

Tourism equation Real GDP equation

Statistic p-value: Statistic p-value:
1). Chini
Suf-LR 5.849: [0.500(] 4.998: [0.392(]
Exp-LR 2.068: [0.132( 1.227¢ [0.238(]
Mear-LR 3.1158° [0.084(] 4.207F [0.062(]
Le 1.571¢* [0.0000 1.2203*** [0.0000
L for systen 4,21 2¢** [0.00%0]
2). Franc
Suf-LR 9.4697* [0.0317] 4.824( [0.298(]
Exp-LR 0.583¢ [0.715( 1.329¢ [0.138(]
Mear-LR 1.031: [0.732( 2.243: [0.116(
Le 0.604>* [0.0217] 0.608* [0.0217]
L for systen 4,454 3** [0.00%0]
3). German
Suf-LR 3.939¢ [0.494( 9.174(* [0.07C0]
Exp-LR 0.762' [0.646(] 1.016¢ [0.409(]
Mear-LR 1.275¢ [0.684(] 1.3027 [0.665(]
Le 0.948¢** [0.0000 0.8808*** [0.0000
L for systen 6.000¢** [0.00%0]
4). ltaly
Suf-LR 8.6038** [0.042(] 12.514* [0.021(]
Exp-LR 1.5227* [0.012(] 2.4754* [0.038(]
Mear-LR 1.958¢ [0.273( 1.915¢ [0.268(]
Lc 0.622(+* [0.019(] 0.8752** [0.0000
Lcfor systen 2.6284%* [0.00%0]
5). Mexicc
Suf-LR 9.7705* [0.032(] 4.156¢ [0.376(]
Exp-LR 0.659¢ [0.638(] 0.982( [0.276(]
Mear-LR 4.0351*** [0.007] 1.725¢ [0.247(]

Le 0.7967%** [0.0000 0.7513** [0.0000



L for systen 1.5775** [0.0010]

6). Russi

Suf-LR 3.965: [0.554(] 5.936¢ [0.137(
Exp-LR 0.935: [0.476( 1.8761* [0.042(]
Mear-LR 1.686: [0.409( 3.3029* [0.031(
Lc 1.4102** [0.0000 0.599¢+* [0.0224]
L for systen 1.5485** [0.00%0]

7). Spail

Suf-LR 7.594 [0.087(] 10.394** [0.013(
Exp-LR 1.079¢ [0.319( 1.9054** [0.044(]
Mear-LR 1.307: [0.668(] 2.518¢ [0.110(
Lc 0.655¢* [0.0134 0.957¢** [0.0000
L for systen 3.7338** [0.00%0]

8). Turkey

Suf-LR 9.2597* [0.057( 2.987( [0.657(]
Exp-LR 1.229: [0.232(] 0.555¢ [0.766(]
Mear-LR 1.099: [0.728(] 1.054: [0.735(]
Lc 0.7503*** [0.0000 0.493(+* [0.042]
Lcfor systen 5.5197+* [0.0000

9). UK

Suf-LR 23.831*** [0.001( 28.635*** [0.001(
Exp-LR 7.6564*+* [0.001( 10.056*** [0.001(
Mear-LR 1.575: [0.448(] 2.8642 [0.067(]
Lc 0.384¢ [0.085(] 0.5719* [0.0267]
L for systen 2.0105x** [0.00%0]

10). USA

Suf-LR 10.692* [0.019( 13.587*** [0.008(]
Exp-LR 2.1396* [0.031( 2.9039* [0.010(
Mear-LR 2.281¢ [0.140( 2.3151° [0.091(]
Le 0.4271° [0.064] 0.4654° [0.0507]
L for systen 3.09€0*** [0.0001]

Note: The null hypothesis for all tests is that the eated parameters are constant. phalues for the long-run and short-
run parameter stability tests are calculated uD@) bootstrap repetitions. The Hansen-Nyblaypdrameter stability test
has been calculated for each equation separateffpathe VAR system as a whole. As usual, *** &hd * indicate rejection
of null hypothesis of no causality at the 1%, 5% &40% significance level, respectively.

5.2. Bootstrap rolling window causality results

Given the results of parameter stability teststithe-varying nature of the causal links betweemitmm
development and economic growth is investigatedlyapp the bootstrap-based TYDL Granger
causality test in a rolling window estimation franggk. Two basic reasons justify the use of thamgll
window regression technique. First, the rolling e estimation allows the relationship between
variables to evolve over time. Second, the rollingdow causality approach accommodates potential
structural breaks and regime shifts in the caudations between tourism development and real GDP
per capita. In each step of the rolling window restion the lag length of the VAR model is chosen
using the AIC and the Granger causality test isopered applying the bootstrap method on each sub-
sample. A critical choice parameter in rolling esttions is the window size, which determines the
number of observations covered in each sub-samplalgo the total number of rolling estimates. More



importantly, the window size controls the preciseoml representativeness of the sub-sample estimates
A large window size provides more precise estimabeg may reduce their representativeness,
particularly in the presence of heterogeneity. l@ndontrary, a small window size reduces heteragene
and improves representativeness of parameters rbay increase the standard error of estimateshwh
reduces parameter accuracy. Consequently, the wirsitte should be set to balance the trade-off
between representativeness and accuracy. AccamiBgicilar et al. (2010), there is no strict aribe

for selecting the window size in a rolling windostienation. Using Monte Carlo simulations, Pesaran
and Timmermann (2005) demonstrated that the optviradow size depends on persistence and size of
the break. Moreover, they proposed that the minirfiomit of window size must be 20 when there are
frequent breaks. Considering the above-mentioretktoff between accuracy and representativeness
and based on the simulation results in PesaranTanchermann (2005), a window of 24 quarterly
observations (a time horizon of six years) is gelbcThis window size excludes the observations
required for lags and hence is the actual numbebsérvations in the VAR model. Given that the $mal
window size chosen may lead to imprecise estimdteststrap techniques are applied to each sub-
sample estimation in order to obtain parametemadéis and tests with better precision.

Figures 1-10 plot the bootstrapvalues of the rolling causality test statisticsl éine magnitude of the
cumulative effect of each series on the other &mheof the top ten tourist destinations under styut
The horizontal axis shows the final observatioeach of the 24-quarter rolling sub-samples. Pamels
and b in each figure depict the bootstpayalues of the rolling test statistics for the nwpothesis of

no Granger causality between tourism developmendt esonomic growth and the opposite case,
respectively. When the red lines, reflecting thinestedp-values, are above the black horizontal line,
which represents the 10% significance level, thiéhypothesis of no causal relationship between the
weighted tourism indicator and real GDP per capatanot be rejected at the 10% level. In turn, Eanel
c and d report the bootstrap estimates of the slutheorolling coefficients measuring the effect of
economic growth on tourism development and vicsajerespectively.

The bootstrap rolling TYDL causality test resutts €hina are presented in Figure 1. It can be Hesn
the causal linkages between tourism developmentegodomic growth for China are rather weak
throughout the study period. Specifically, the myjbothesis that tourism development does not Grang
cause real GDP per capita (Panel a) is only rejeattéhe 10% significance level, beyond some puaictu
cases, during the sub-periods from early 2004 t2005 and from mid-2012 to early 2014. Figure 1
panel ¢ shows that tourism development has a ggnify positive effect on Chinese real GDP only in
the sub-periods from early 1995 to mid-1997 andnfemarly 2013 to late 2014, confirming the poor
impact of tourism development on economic growtimna. In addition, the null hypothesis that real
GDP per capita does not Granger cause tourism I(pame rejected at the 10% level basically during
the sub-periods from mid-2004 to early 2007 andnftbe beginning of 2013 to late 2014. Figure 1
panel d corroborates the limited effect of econogmowth on tourism development in China as a
significant positive impact of tourism, althoughthvivery low values, is only found in some shortdim
intervals in 2002, 2007 and 2014.

The estimation results for France, displayed iruFé®, reveal that the causal relations betweerstou
development and economic growth in French caseequal or even lower than in China. The null
hypothesis that tourism development does not Gracagese real GDP per capita is only rejected at the
10% level during some months of 2009 and in somefual occasions in 2013 and 2014 (Figure 2



panel a). Figure 2 panel ¢ shows that tourism hsigraficant negative effect on real GDP per capita
only in 2009 and from 2012-2014 and a significaosipve effect, although with very low values,
between 1995-1997 and 2003-2005. In turn, thehygbthesis that real GDP per capita does not cause
tourism development can be rejected at the 10% thwing 1999 and 2009, some months of 2004 and
from 2012 to 2014 (Figure 2 panel b). Figure 2 paneonfirms the weak impact of economic growth
on tourism in France as a significant positive effef real GDP per capital is only observed dutimg
years 2001 and 2009.

Interestingly, Germany emerges as the country withweakest causal links between tourism and
economic growth (Figure 3), especially from tourdevelopment to economic development. Thus, the
null hypothesis that tourism does not Granger ceeseSDP per capita is only rejected at the 108élle

in a punctual occasion at the beginning of 2003fandome months between 2007 and 2008 (Figure 3
panel a). Figure 3 panel c corroborates this figdamd a significant negative effect of tourism
development on German real GDP is only observestweral months in 1997 and between 2012 and
2013. In addition, the null hypothesis that real RB5per capita does not Granger cause tourism
development in Germany can be rejected at the £9%b bnly for the sub-period from late 2011 to late
2014 (Figure 3 panel b). Consistent with this regtigure 3 panel d only shows a significant pesiti
effect of real GDP on tourism development for thb-period from late 2007 to late 2008.

The scarce evidence of Granger causality relatipesbetween tourism development and economic
growth for Germany, France and China is not surggisaking into account the limited weight of
tourism in these three countries. For example, @aynand, to a lesser extent, France are the leading
European economies and they are specialized intowoism related and technologically advanced
industries such as automobiles, machinery, aerespactor and chemicals. Moreover, the tourism
sector only accounts for an insignificant sharehef Chinese economy. Our findings concerning the
poor tourism-economic growth link are in accordawaé those previously reported by Antonakakis et
al. (2015) for Germany and Chiang (2012) and lalef2015) for China.

In contrast, Italy appears as one of the counwiés a greater presence of Granger causality betwee
tourism development and economic growth. The nyiothesis that tourism development does not
Granger cause real GDP per capita is rejectecedt@Pio significance level for several sub-periodsesi
the beginning of the 2000s, the most largest ofctvleixtends from late 2008 to mid-2014 (Figure 4
panel a). In turn, the null hypothesis that real RGPer capita does not Granger cause tourism
development is rejected at the 10% level mainlyirduthe sub-period from late 2008 to early 2015
(Figure 4 panel b). Panels c and d in Figure 4ceugi that the effect of tourism development on real
GDP and vice versa in ltalia is rather weak. Howgaesignificant positive effect in both directioiss
observed for the sub-period from mid-2011 to mid20although its magnitude is more pronounced
from real GDP per capita to tourism developmenesEnresults confirm the existence of significant
bidirectional causality between tourism developmeamd economic growth for Italy from late 2008
onwards and are in line with those obtained by Massand Mattana (2013) using a little older sample

Mexico is another of the countries where significeausal connections between tourism development
and economic growth are detected more regulatlypagh the Granger causality running from tourism
development to economic development is predomiranarticular, the null hypothesis that tourism
development does not Granger cause real GDP pi¢a tcspejected at the 10% significance level dgirin



the sub-periods from early 1995 to early 1997,ye20001 to mid-2003, early 2004 to early 2005 and
late 2009 to early 2014 (Figure 5 panel a). Fopa, the null hypothesis that real GDP per cagitas

not Granger cause tourism development is rejedtdeed 0% level for the sub-periods from early 1995
to late 1996, early 2001 to mid-2003 and late 2@lthte 2013 (Figure 5 panel b). Panels ¢ and d in
Figure 5 show that the impact of tourism developiheeneconomic growth and vice versa in Mexico is
in general quite limited, but the effect of tourisiavelopment on real GDP tends to be slightly more
significant in line with the results of Brida et £008).

The results from the bootstrap rolling window caingastimation for the Russian Federation aretphbt

in Figure 6. Panels a and b in Figure 6 also shaelaively high proportion of significant causal
relations between tourism development and econgmawth for Russia. In turn, panels ¢ and d in
Figure 6 suggest that the effect of tourism devalemt on economic growth and vice versa is generally
low, even though an important negative effect af f@DP per capita on tourism activity is foundhie t
sub-period from late 2012 to early 2014. Overak evidence in Figure 6 supports the validity @ th
feedback hypothesis between tourism developmenthendconomy for the Russian Federation during
a substantial part of the whole sample, particylladm early 2000 to mid-2003, late 2008 to eafy @,

and late 2012 to early 2014.

For Spain, the results given in Figure 7 paneticate that the null hypothesis that tourism depelent
does not Granger cause real GDP per capita istedjet the 10% level during the sub-periods from
mid-2004 to early 2005, some months in 2007 anih fliite 2008 to late 2012. The results in Figure 7
panel b reveal that the null hypothesis that reBIPQer capita does not Granger cause tourism
development is rejected at the 10% level in thesriinds from late 1996 to late 1997, mid-2001 to
mid-2002, late 2004 to late 2005 and from late 2@0B&te 2013. Similarly to Italy, panels ¢ andd i
Figure 7 show significant positive effects in bdtfections from late 2008 onwards, although theaatp

of economic growth on tourism development tendsettarger than in the opposite case. These findings
support the feedback hypothesis between touriswitgand economic growth in the Spanish case from
the onset of the global financial crisis in Septem®008. This change in the tourism- growth link fo
Spain from the start of the recent internationadficial crisis is in line with the evidence of Anakakis

et al. (2015). Furthermore, the existence of badiomal causal links between tourism and the ecgnom
for Spain aligns with the results of Cortés-Jiméaed Pulina (2010) and Mérida and Golpe (2016).

The estimation results for Turkey given in Figurst®w that the causal linkages between tourism
development and economic growth fluctuate widelgrdime and the direction of causality runs mainly
from tourism activity to economic development. T@rore precise, the null hypothesis that tourism
does not Granger cause real GDP per capita istedjet the 10% level during the sub-periods from
mid-1995 to mid-1998, a few months between 2004 20@b, and from late 2012 to mid-2014. In
contrast, the null hypothesis that real GDP peitaajpes not Granger cause tourism is rejecteleat t
10% level during some months of 2000 and 2004 eww fate 2012 to early 2014. Panels ¢c and d in
Figure 8 corroborate the weak impact of tourismettggment on economic growth and vice versa. The
unstable character of the causal tourism-growthugseer Turkey provides an explanation for the
conflicting and time-dependent findings of previousrks in this field for the Turkish case (Arslarku

et al., 2011; Aslan, 2015; Ertugrul et al., 201&tikcioglu, 2009; Ozturk and Acaravci, 2009).



Figure 9 reports the estimation results for the B&nels a and b show that the UK is, together #aty
Mexico, the country with the highest proportion sifjnificant causal linkages between tourism
development and economic growth in both directems especially since 2010. Panels c and d in Figure
9 confirm the significant positive effect of tourison real GDP per capita and vice versa mainly from
the beginning of 2010. This significant bidirecbrGranger causality relationship between tourism
development and economic development for the Ugbissistent with the feedback effect previously
documented by Louca (2013a). For the US, the esilpanels a and b in Figure 10 reveal a clear
predominance of the causal relations from real @BiPcapita on tourism, mostly since the beginning
of the 2000s, over the opposite direction. Thergfeo positive effect of real GDP per capita onisyar

is supported by panels ¢ and d in Figure 10. TWidemce in favor of the EDTG hypothesis for the US
economy is in line with the findings of Hatemi-Ja¢t (2015) and is, however, contrary to the rasult
obtained by Tang and Jang (2009) for several UBsiourelated industries using a sample that ends in
2005.
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Figure 1: Rolling window estimates for China
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Figure 8: Rolling window estimates for Turkey
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Figure 10: Rolling window estimates for USA

Overall, three major remarks can be derived froergsults of the bootstrap rolling window Granger
causality tests. Firstly, the tourism-economic gfoeausal nexus is clearly time-varying for the tep
world tourist destinations. This finding is in liveth that obtained by Arslanturk et al. (2011) for
Turkey, Lean and Tang (2010) and Tang and Tan (20@32015) for Malaysia, Balcilar et al. (2014)
for South Africa, Tang and Abosedra (2016) for Letraand Antonakakis et al. (2015) for ten European
countries. More precisely, a stronger causal liskween tourism development and the economy is
evident for several countries in the period follogiithe global financial crisis of 2008. Secondye¢he
are notable differences across countries in tefniseomagnitude and direction of the causal retetio
This heterogeneity among countries may be expldnyatie distinct relative importance of the tourism
sector on their respective economies, the producinicture and capacity restraints of each country
and the relevance of local businesses in the towsector of each country. Thirdly, significant feadk
effects, meaning that tourism expansion helps eoangrowth while economic growth also benefits
the increase of the tourism activity, are obseffeednost countries in the aftermath of the recéobal
financial crisis. One critical implication of thiesult is that the severe economic downturn cabged
the recent worldwide financial crisis and its ass@d climate of uncertainty along with the ausyeri
measure adopted by numerous countries to dectesiséigcal deficits brought about lower investngent
and disposable income and, hence, reduced toursmarnd and spending.



6. Conclusions and policy implications

This paper examines the time-varying causal negtwden tourism development and economic growth
for the top ten tourist destinations worldwide otle period 1990-2015 employing a bootstrap rolling

window version of the modified Granger causalitst tdeveloped by Toda and Yamamoto (1995) and
Dolado and Litkepohl (1996). A novel tourism adtivindicator, based on the application of PCA on

the three usual measures of tourism (tourist ds;jvaurism receipts and tourism expenditures)sid

in this study. Much of the previous literature istigating the existence of Granger causality

relationships between tourism development and enangrowth rests on the assumption that the causal
linkage remains stable across the whole sampl®geHowever, the inference of these full-sample

causality tests is likely to be invalid when thedarlying time series are subject to structural gesn

In contrast, the bootstrap rolling window approatiows the causal relations to vary over time and

provides, therefore, a more realistic and nuandéeidne of the tourism- growth link.

Several interesting results emerge from this amalySirst, the causal linkages between tourism
development and economic growth are not stabletowerin terms of both magnitude and direction for
all countries under consideration. In particular, & large set of countries the aforementionedataus
relations tend to be more pronounced following ititensification of the global financial crisis in
September 2008 (bankruptcy of Lehman Brothers).s Timding demonstrates that the recent
international financial crisis and the resultingeomic downturn have had a profound impact on the
tourism- growth relationship. Second, the pattércanisality between tourism activity and the ecopom
varies considerably across countries. For exang#enany, China and France stand out as the cosintrie
with the weakest causal nexus, possibly becausedhelow weight of the tourism sector in these
economies. On the contrary, the UK, Italy and Mexace the countries that have the strongest causal
relations. Third, despite the heterogeneity amangtries, significant bidirectional Granger cauyali
relationships are found for a wide range of coastsuch as Italy, Russia, Spain, Turkey and the UK,
mainly in the aftermath of the worldwide finanogaisis of 2008.

The empirical evidence presented in this study ihgsortant implications for policy makers and
business agents. Firstly, in order to maximizeleeficial effect of tourism and economic polictes

the general economy and the tourism sector, respggtpolicy making should be flexible and sensti

to the time-varying nature of the tourism-econogrmwth link rather than exhibiting a rigid and ihiar
behavior. Secondly, given the significant feedbeit&cts between tourism development and economic
development observed for most countries duringsthesre economic downturn following the global
financial crisis, tourism policies aimed at allding the negative effects of poor economic condgio
on the tourism sector should be taken especiallymes of crisis. These measures would avoid the
collapse of the tourism industry and would serveawee the way for full exploiting the positive sygies
between tourism and the economy when the econoomdittons improve in the near future. Thirdly,
the significant dynamic feedback effects betweemison and real GDP found in many countries also
provide valuable information to help business actoake the best decisions taking into account the
specific phase of the economic cycle.
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Appendix

Table 1: Studies on Tourism Development-Economic Growth Nexu

No. Authors Method Period Countries Findings
1 Ghali (1976) OoLS 1953-1970 Hawaii
2 Balaguer and Cantavella-Jorda VECM 1975-1997 Spain
(2002)
3 Dritsakis (2004) VECM 1960-2000 Greece
4 Durbarry (2004) VECM 1952-1999 Mauritius
5 Narayan (2004) VECM 1970-2000 Fiji
6 Oh (2005) GC 1975-2001 Korea
7 Kim et al. (2006) GC 1971-2003 Taiwan
8 Lee and Chien (2008) J-J, WE 1959-2008 Taiwan
9 Brida et al. (2008) J-J, WE 1980-2007 Mexico
10 Tang and Jang (2009) GC 1981Q1- | USA
200504
11 Ozturk and Acaravci (2009) ARDL, VECM  1987-2007 Turkey
12 Katircioglu (2009) ARDL, J-J 1960-2006 Turkey
13 Belloumi (2010) J-J VECM 1970-2007 Tunisia
14 Cortés-Jimenez and Pulina (2010) J-J, VECM 1354 Spain, ltaly
15 Akinboade and Braimoh (2010) J-J, VECM 1980-2005South Africa
16 Lean and Tang (2010) TYDL 1989-2009 Malaysia
17 Payne and Mervar (2010) TYC 2000-2008 Croatia
18 Brida et al. (2010) J-J, VECM 1987-2006 Uruguay
19 Arslanturk et al. (2011) VECM, TVC 1963-2006 Key
20 Mishra et al. (2011) J-J, VECM 1978-200¢ India
21 Katircioglu (2011) ARDL, VECM 1960-2007 Singapor
22 Eeckels et al. (2012) VECM, IRF 1976-2004 Greece
23 Lee (2012) ARDL, VECM 1980-2007 Singapore
24 Tang (2012) ARDL, VECM 1974-2009 Malaysia
25 Tang and Tan (2013) Recursive GC| 1995M1- Malaysia
ECM 2009M2
26 Massidda and Mattana (2013) SVECM 1987-2009 vy ltal
27 Hye and Khan (2013) J-J, ARDL 1971-2008 Pakistan
28 Corrie et al. (2013) J-J, VECM 2000-2014 Austral
29 Ghartey (2013) J-J, VECM 1968-2008 Jamaica
30 Louca (2013a) J-J, VECM 1980-2012 UK
31 Louca (2013b) J-J, VECM 1995-2012 France
32 Bouzahzah and Menyari (2013) J-J, VECM 1980-2010Morocco, Tunis
33 Jalil et al. (2013) ARDL, GC 1972-2011 Pakistan
34 Surugiu (2013) J-J, VECM 1988-2009 Romania
35 Balcilar et al. (2014) VECM 1960-2011 South A#i
36 Tang and Abosedra (2014) ARDL, VECM 1995-2010 eb&non




37 Ridderstaat et al. (2014) VECM 1972-2011 Aruba

38 Trang et al. (2014) J-J, VECM 1992-2011 Taiwan

39 Aslan (2015) ARDL, VECM 2003-2012 Turkey

40 Bassil et al. (2015) GC, IRF 1995-2013 Lebanon

41 Tang and Tan (2015) J-J, TYDL 1991-2014 Malaysia

42 Ertugrul et al. (2015) ARDL, VECM 1998-2011 Tayk

43 Pavlic et al. (2015) J-J, VECM 1996-2013 Croatia

44 Antonakakis et al. (2015) GC, SIA 1995-201p yNHtherlands
Cyprus
Germany
Greece
Austria
Portugal
Spain
Sweden
UK

45 Tang and Abosedra (2016) BC 1995-2011 Lebanon

46 Mérida and Golpe (2016) GC 1980-2013 Spain

47 Hatemi-J (2016) BCL 1995-2014 UAE

Note: T denotes Tourism and Y Economic Growth, eetipely. Moreover, OLS represents Ordinary Leagteé8es, VECM
is Vector Error Correction Method, GC is Grangerugaity, J-J denotes the Johansen-Juseliuscoititagreest, WE
represents Weak Exogeneity, TYDLC means Toda-Yantaad Dolado-LitkepohlGranger Causality test, Ti¥Cime-

varying causalityBC is Bootstrap Causality, BCmeans Botstrap Causality with Leverage Adjustments, lepresents
Impulse Response Function, SVECM is Structural ®ieéirror Correction Model and SIA represents SpéioIndex

Approach.



