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Abstract

In this study, we consider Bayesian methods for the estimation of a sample selection model with spatially correlated disturbance terms. We design a set of Markov chain Monte Carlo (MCMC) algorithms based on the method of data augmentation. The natural parameterization for the covariance structure of our model involves an unidentified parameter that complicates posterior analysis. The unidentified parameter – the variance of the disturbance term in the selection equation – is handled in different ways in these algorithms to achieve identification for other parameters. The Bayesian estimator based on these algorithms can account for the selection bias and the full covariance structure implied by the spatial correlation. We illustrate the implementation of these algorithms through a simulation study.
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1 Introduction

A typical sample selection model consists of (i) a selection equation that models the selection mechanism through which we observe the level of outcome, and (ii) an outcome equation that describes the process that is generating the outcome. The model structure is characterized by the correlation between the disturbances of these equations, for which estimation requires special methods (Heckman, 1979, 1990; Lee, 1978, 1994; Newey, 2009; Olsen, 1980). Besides the cross equation correlation in the disturbance terms, spatial correlation may also be present in the disturbance terms of each equation. The spatial sample selection model considered in the present study accommodates both type of correlations.

Selection models, or more generally Type-I or Type-II type Tobit models, may arise frequently in urban economics, regional science, labor economics, agricultural economics, and social interaction models. It is natural to consider a notion of spatial correlation in the unobservables so long as data is organized by a notion of location in the relevant space. The presence of common shocks, factors, cluster effects provides a natural motivation. For example, McMillen, (1995) studies residential land values in urban areas through a sample selection model. He conjectures that unobserved variables that make a parcel more likely to receive residential zoning may increase the value of residential land. It is also plausible to allow for spatially correlated disturbance terms because nearby parcels are likely to be affected by the same neighborhood factors and spillovers. Büchel and Ham, (2003) studies overeducation— a job seeker’s overqualification for a job she accepts due to her location constraints— through a Heckit model. The selection problem arises because overeducation observed only for the employed. The authors state that the risk of overeducation largely determined by spatial flexibility of a job seeker in combination with the spatial heterogeneity in suitable job opportunities, relative to the place of residence. They try to control for spatial correlations in the disturbance terms by clustering methods. Flores-Lagunes and Schnier, (2012) study (for details, see our empirical illustration) the spatial production of fisheries in the Eastern Bering Sea through a sample selection model. Since a negative shock that affects the fish population in a certain location would affect the production of all vessels in other locations by displacing fishing effort into more efficient surrounding locations, they allow disturbance terms to be spatially correlated.

Another motivation for considering spatial correlation is related to measurement error. The mismatch between the spatial unit of observations (e.g., census tract, county, state, peer groups, farm location, fishing zone etc.) and the unit of a study (e.g., student, household, housing market, labor market, farm, fishing vessel, etc.) can cause measurement errors in the variables of interest (Anselin, 2007). Since these measurement errors may vary systematically across space, the disturbance terms of a regression model over the same space are likely to be correlated. Ward et al., (2014) consider a sample selection model of cereal production where the selection equation specifies a farmer’s endogenous decision about whether to plant cereals. They employ a first-order spatial autoregressive model for the disturbance terms, because data on yields or climate are aggregated for large administrative units, and correlation among unobservables may be driven by unobserved environmental, geographical and climatological clusters. Rabovič and Čižek, (2016) provides another example in the context of peer effects, where the outcome equation models a student’s achievement on a test and the selection equation models the student’s decision whether to take the exam. It is plausible that decision to take the exam and the score from the exam may depend on a student’s ability that is likely to be similar to her peers’ abilities. Therefore, social interaction literature often incorporate what is known as the “correlated effects” in the model (Lee et al., 2010).

The limited dependent variable models that accommodate spatial dependence have been studied in terms of both estimation and testing issues. The maximum likelihood estimator (MLE) of a probit model with a spatial autoregressive process requires evaluation of a multivariate normal cumulative
distribution function, which often leads to numerical estimation problems. To circumvent this shortcoming of the MLE, alternative methods have been suggested in the literature. For example, McMillen, (1992) uses an expectation maximization (EM) algorithm to circumvent the evaluation of the multivariate normal distribution function and suggests a tractable iterative estimation approach. Beron and Vijverberg, (2004) use the recursive importance sampling (RIS) simulator to approximate the log-likelihood function of the spatial probit model. Pinkse and Slade, (1998) formulate moment functions from the score vector of a partial MLE for the generalized method of moments (GMM) estimation of a spatial probit model. Instead of using entire joint distribution of observations implied by the spatial dependence, Wang et al., (2013) formulate a partial MLE based on the partial joint distribution of observations to reduce computational difficulties.

McMillen, (1995) extends the EM algorithm suggested in McMillen, (1992) to a sample selection model that has a first order spatial autoregressive process in the disturbance term. The estimation scheme requires inversion of an \( n \times n \) matrix at each iteration which makes this approach impractical for large samples. Flores-Lagunes and Schnier, (2012) combine the GMM approach in Pinkse and Slade, (1998) and Kelejian and Prucha, (1998) and suggest a GMM method for a sample selection model that has a first order spatial autoregressive process in the disturbance terms. The moment functions for the estimation of the selection equation are the ones suggested by Pinkse and Slade, (1998) for the probit model. These moment functions are combined with the moment functions formulated for the outcome equation to form a joint GMME. The simulation studies reported in Flores-Lagunes and Schnier, (2012) show that the bias present in the selection equation parameters adversely affects the estimation of the parameter of the outcome equation. Rabović and Čížek, (2016) extends the partial maximum likelihood (ML) method of Wang et al., (2013) to a sample selection model with a spatial lag of a latent dependent variable and a sample selection model with spatially correlated disturbance terms. They establish the large sample properties of the proposed partial MLE and provide a finite sample bias and precision comparison to the Heckit and the GMM approach of Flores-Lagunes and Schnier, (2012). Overall, the proposed partial MLE outperforms the Heckit and the GMM based estimator.

In this paper, we consider a sample selection model that has a first order spatial autoregressive process for the disturbance terms of the selection and outcome equations. We consider the Bayesian MCMC estimation approach for this model with various alternative Gibbs samplers. In comparison with the GMM and partial ML approaches, the Bayesian approach with data augmentation formulates estimators that can exploit the full information on the spatial correlation structure. The data augmentation method treats the underlying latent variable as an additional parameter to be estimated and this treatment of latent variables facilitates the posterior simulation through an MCMC sampler (Albert and Chib, 1993; van Dyk and Meng, 2001). The natural parameterization for the covariance of our model involves an unidentified parameter which can complicate posterior analysis. The unidentified parameter, i.e., the variance of the disturbance terms in the selection equation, is handled in different ways in the suggested Gibbs samplers.

In the first algorithm, we specify prior distributions for the identified parameters and consider the method suggested in Nobile, (2000) that can be used to construct a Markov chain that fixes the unidentified parameter during the posterior analysis. In the second algorithm, we consider the reparameterization approach suggested in Li, (1998), McCulloch et al., (2000) and van Hasselt, (2011) for the covariance matrix of the model. Given the bivariate normal distribution assumption for the disturbance terms, the covariance matrix is re-parameterized in terms of conditional variance and covariance of disturbance terms. In the third algorithm, we consider a different blocking scheme for the parameters of the model.
the full set of conditional posterior distributions. The Gibbs sampler operates by splitting the full set of parameters into different blocks which can affect the mixing properties of the sampler. Hence, we consider an alternative sampler where the parameter vector of the regressors in the outcome equation and covariance term of the disturbance terms are sampled through a single block.

In the fourth and fifth algorithms, we consider samplers based on the parameter expansion method (or the marginal data augmentation method) for the estimation of our model (Liu and Wu, 1999; Meng and van Dyk, 1999). The unidentified parameter, i.e., the variance of the disturbance term in the selection equation, is introduced in the sampler through an appropriate prior distribution to improve the convergence properties of the sampler. The proper prior distributions that can be assigned to the unidentified parameter do not affect the posterior distribution of the identified model parameters in these samplers but can improve the characteristics of the resulting Markov chains. As a result, these algorithms accommodate the normalization constraint in the estimation while improving the convergence rates of the resulting Markov chains.

Through a simulation study, we illustrate the implementation of these algorithms in the context of our spatial sample selection model. Our results show that the Bayesian estimator in all algorithms reports estimates that are close to the true parameter value for the autoregressive parameter of the selection equation. For the autoregressive parameter in the outcome equation, the deviation of the posterior mean estimate from the true parameter value is negligible for the Bayesian estimator in Algorithms 1–4. As for the parameters of the exogenous variables in the selection and outcome equations, the Bayesian estimator in Algorithms 1 and 4 performs relatively better in terms of reported deviations between the point estimates and the true parameter values. Our results also indicate that all algorithms have similar mixing properties under our priors specifications. For an empirical illustration, we use the application in the area of natural resource economics considered in Flores-Lagunes and Schnier, (2012) to model the spatial production within a fishery with a spatial sample selection model. Our Bayesian estimator reports much precise estimates for this application as it accounts for the full covariance structure implied by the spatial correlation.

The remainder of this article is divided into five sections. In Section 2 we provide the model specification. In Section 3 we provide the posterior analysis including prior specifications. We present the details of our simulation design in Section 4. We evaluate the relative performance of algorithms in this section. In Section 5 we provide an empirical illustration and examine the relevance of Bayesian estimates in comparison with the estimates from a GMME suggested by Flores-Lagunes and Schnier, (2012). Section 6 concludes. Some technical results and figures are left to a web appendix.

2 Model Specification

We consider the following Type II Tobit model with a first order spatial autoregressive process:

\[ Y^*_1i = X'_{1i} \beta + U_{1i}, \quad U_{1i} = \lambda \sum_{j=1}^{n} W_{ij} U_{1j} + \varepsilon_{1i}, \]  
\[ Y^*_2i = X'_{2i} \delta + U_{2i}, \quad U_{2i} = \rho \sum_{j=1}^{n} M_{ij} U_{2j} + \varepsilon_{2i}, \]  

for \( i = 1, \ldots, n \). Here, \( Y^*_1i \) and \( Y^*_2i \) are, respectively, the latent variables of selection and outcome equations, \( X_{1i} \) and \( X_{2i} \) are, respectively, \( k_1 \times 1 \) and \( k_2 \times 1 \) vectors of non-stochastic exogenous variables with associated vectors of coefficients \( \beta \) and \( \delta \). Let \( W \) and \( M \) be \( n \times n \) spatial weight matrices.
matrices of known constants with zero diagonal elements. The \((i,j)\)th element of these matrices are respectively denoted by \(W_{ij}\) and \(M_{ij}\) in (2.1) and (2.2). Hence, the regression disturbance term \(U_{1i}\) and \(U_{2i}\) are allowed to depend on the disturbance terms of other observations. The parameters \(\lambda\) and \(\rho\) are known as the spatial autoregressive parameters. The innovations terms \(\varepsilon_{1i}\) and \(\varepsilon_{2i}\) are assumed to be i.i.d. \(N(0, \Sigma)\) with

\[
\Sigma = \begin{pmatrix} \sigma_{1}^2 & \sigma_{12} \\ \sigma_{12} & \sigma_{2}^2 \end{pmatrix} = \begin{pmatrix} 1 & \rho \sigma \sigma_{2} \\ \rho \sigma \sigma_{2} & \sigma_{2}^2 \end{pmatrix}
\]

(2.3)

where \(\rho\) is the correlation coefficient between \(\varepsilon_{1i}\) and \(\varepsilon_{2i}\). The observed variable \(Y_{1i}\) for the selection equation is related to the latent variable \(Y_{1i}^\star\) by \(Y_{1i} = \mathbb{I}(Y_{1i}^\star > 0)\) for \(i = 1, \ldots, n\), where \(\mathbb{I}(\cdot)\) is the indicator function. The observed variable \(Y_{2i}\) for the outcome equation is related to both the latent variables of the selection and outcome equations by

\[
Y_{2i} = \begin{cases} 
Y_{2i}^\star = X_{2i}' \delta + U_{2i} & \text{if } Y_{1i} = 1 \\
\text{missing} & \text{if } Y_{1i} = 0 
\end{cases}
\]

(2.4)

for \(i = 1, \ldots, n\). For the non-spatial model where \(\lambda = \rho = 0\), the OLS estimator of \(\delta\) based on the subsample obtained when \(Y_{1i} = 1\) is inconsistent when \(\sigma_{12} \neq 0\). This result is the well-known selectivity bias problem (Heckman, 1979) \(^2\).

There are two identification issues related to sample selection models: (i) the normalization imposed on the variance of \(\varepsilon_{1i}\), and (ii) the exclusion restriction. Without the normalization \(\sigma_{1}^2 = 1\), multiple values for the model parameters give rise to the same value for the likelihood function. Hence, the normalization can be considered as a way to achieve identification. The exclusion restriction, on the other hand, is relevant for the precision of estimator rather than for the identification of parameters. When there is no exclusion restriction, i.e., \(X_{1i} = X_{2i}\), the parameters are still identified within the ML framework (Lee, 2003; Wooldridge, 2002) \(^3\). However, if an excluded variable from the outcome equation is a relevant variable, i.e., when the exclusion restriction is false, then the suggested estimator will suffer from the omitted variable bias (Lee, 2003) \(^4\).

For the Bayesian estimation of non-spatial sample selection model, the data is usually stacked for each pair of the latent observations such that the \(i\)th observation is a vector denoted by \(Y_{i}^\star = (Y_{1i}^\star, Y_{2i}^\star)'\). Hence, the model can be written in a compact way by stacking over the pair of the

\(^2\)In the literature, there are other variants of the non-spatial sample selection model. For example, van Hasselt, (2005) and Wooldridge, (2002) suggest a two-part model where the outcome equation is different than that of the Type II Tobit model. The difference arises because the two-part model assumes that the disturbance terms \(U_{1i}\) and \(U_{2i}\) are independent conditional on \(Y_{1i}^\star > 0\). Another closely related variant is the Roy Model (or Type V Tobit model) which is a three equation model, where the first equation determines a selection outcome and the remaining two equations describe the main outcome for the cases of \(Y_{1i} = 1\) and \(Y_{1i} = 0\), respectively. Li, (1998) considers a variant in which the outcome equation is a Tobit equation. Hence, the observed variable for the outcome equation does not depend on the observed variable of the selection equation. In the variant considered by Chib et al., (2000), the selection equation is a Tobit type equation, and the observed variable of the outcome equation depends on the observed variable of the selection equation.

\(^3\)There is also no identification problem for the Heckit of Heckman, (1979). However, this situation can introduce severe collinearity between \(X_{2i}\) and the inverse Mills ratio, which can lead to imprecise estimators. The ML estimator may also show poor performance when there is no exclusion restriction. For some simulation evidence, see Leung and Yu, (1996).

\(^4\)Note that the bivariate normality assumption facilitates the posterior analysis for our model. The performance of the Bayesian estimator under a distributional misspecification requires further investigation, which is beyond the scope of this paper. In this respect, a non-parametric approach that relaxes the bivariate normality assumption can be a direction for future studies.
latent observations. Due to the presence of spatial dependence in disturbance terms, we do not use the same format for our model. Instead, we stack each equation independently and get

\[ Y_1^* = X_1 \beta + S^{-1}(\lambda) \varepsilon_1, \quad Y_2^* = X_2 \delta + R^{-1}(\rho) \varepsilon_2, \] (2.5)

where \( S(\lambda) = (I_n - \lambda W), \) \( R(\rho) = (I_n - \rho M), \) \( Y_j^* = (Y_{j1}, Y_{j2}, \ldots, Y_{jn})', \) \( X_j = (X_{j1}, X_{j2}, \ldots, X_{jn})' \) and \( \varepsilon_j = (\varepsilon_{j1}, \varepsilon_{j2}, \ldots, \varepsilon_{jn})' \) for \( j = 1, 2. \) Let \( \theta = (\beta', \delta')' \) be the augmented parameter vector.

Furthermore, let \( Y^* = (Y_1^*, Y_2^*)', \) \( X = \begin{pmatrix} X_1 \\ 0_{n \times k_1} \\ X_2 \end{pmatrix} \) and \( \varepsilon = (\varepsilon_1 S^{-1}(\lambda), \varepsilon_2 R^{-1}(\rho))'. \) Then, our model can be more compactly written as

\[ Y^* = X \theta + \varepsilon, \quad \text{and} \quad E(\varepsilon | \theta) = \Omega = K(\lambda, \rho) \Sigma \otimes I_n K'(\lambda, \rho), \] (2.6)

where \( K(\lambda, \rho) = \begin{pmatrix} S^{-1}(\lambda) & 0_{n \times n} \\ 0_{n \times n} & R^{-1}(\rho) \end{pmatrix}. \)

3 Posterior Analysis

For the posterior analysis, the prior distributions need to be assigned to parameters of the model. We assume that the prior distribution functions of parameters of the model are independent. Let \( p(\theta, \lambda, \rho, \Sigma) = p(\theta)p(\lambda)p(\rho)p(\Sigma) \) be the joint prior distribution function. We assume the following prior distribution functions:

\[ p(\theta) = (2\pi)^{-k/2} |V_0|^{-1/2} \exp \left\{- \frac{1}{2} (\theta - \mu_0)' V_0^{-1} (\theta - \mu_0) \right\}, \] (3.1)

\[ p(\Sigma) = \left(2^{v_0/2} \pi^{1/2} \prod_{i=1}^2 \Gamma\left(\frac{v_0 + 1 - i}{2}\right)\right)^{-1} |T_0|^{v_0/2} |\Sigma|^{-(v_0+3)/2} \exp \left\{- \frac{1}{2} tr(T_0 \Sigma^{-1}) \right\} \mathbb{I}(\Sigma_{11} = 1), \] (3.2)

\[ p(\lambda) = \begin{cases} \kappa_1/2 & \text{if } \lambda \in (-1/\kappa_1, 1/\kappa_1) \\ 0 & \text{otherwise} \end{cases}, \] (3.3)

\[ p(\rho) = \begin{cases} \kappa_2/2 & \text{if } \rho \in (-1/\kappa_2, 1/\kappa_2) \\ 0 & \text{otherwise} \end{cases}. \] (3.4)

The prior in \( (3.2), \) denoted with InvWish\((T_0, v_0), \) is the inverse Wishart distribution function which can be considered as the multivariate extension of the inverse-gamma distribution. As shown in Nobile, \( (2000), \) the normalization constraint in the selection equation is imposed on the prior through the indicator function \( \mathbb{I}(\Sigma_{11} = 1), \) where \( (1, 1) \)th element \( \Sigma_{11} \) is set to 1\(^5\) The uniform prior distributions for the autoregressive parameters in \( (3.3) \) and \( (3.4) \) indicate that all values in the corresponding intervals are equally probable. In these formulations, \( \kappa_1 \) and \( \kappa_2 \) are the spectral radius of \( W \) and \( M, \) respectively.\(^6\) For the posterior analysis, the vectors of observed variables corresponding to the selection and the outcome equation are respectively denoted by \( Y_1 \) and \( Y_2. \)

\(^5\)Following Nobile, \( (2000), \) we provide an algorithm for sampling from the inverse Wishart distribution subject to \( \mathbb{I}(\Sigma_{11} = 1) \) in the web appendix.

\(^6\)Note that the intervals \((-1/\kappa_1, 1/\kappa_1)\) and \((-1/\kappa_2, 1/\kappa_2)\) can be considered as the parameter spaces for \( \lambda \) and \( \rho, \) respectively (Kelejian and Prucha, \( 2010). \) An alternative to the uniform prior is the four parameter Beta prior introduced in LeSage and Pace, \( 2009 \) for autoregressive parameters.
Let $Y = (Y_1', Y_2')$ be the combined vector on observed variables. The joint augmented posterior kernel including the latent variable $Y^*$ can be expressed as

$$p(\theta, \lambda, \rho, \Sigma, Y^*|Y) \propto p(\theta)p(\lambda)p(\rho)p(\Sigma)p(Y^*|\theta, \lambda, \rho, \Sigma)p(Y|\theta, \lambda, \rho, \Sigma, Y^*).$$  \hspace{1cm} (3.5)$$

From our stacked model in (2.6), it can be easily determined that

$$p(Y^*|\theta, \lambda, \rho, \Sigma) = (2\pi)^{-n}|S(\lambda)||R(\rho)||\Sigma|^{-n/2} \times \exp \left\{ -\frac{1}{2} (Y^* - X\theta)'\Omega^{-1}(Y^* - X\theta) \right\}.$$  \hspace{1cm} (3.6)$$

Given (3.6), we can infer the conditional distributions of blocks $Y_1^*$ and $Y_2^*$. These conditional distributions are normal distributions with the following means and covariances (Geweke, 2005, Theorem 5.3.1, p.171)

$$Y_1^*|Y_2^*, \theta, \lambda, \rho, \Sigma \sim N(\psi, \Psi), \quad Y_2^*|Y_1^*, \lambda, \rho, \Sigma \sim N(\varphi, \Upsilon),$$  \hspace{1cm} (3.7)$$

where

$$\psi = X_1\beta + (\sigma_{12}/\sigma_2^2)S^{-1}(\lambda)R(\rho)(Y_2^* - X_2\delta), \quad \Psi = (1 - \sigma_{12}^2/\sigma_2^2)S^{-1}(\lambda)S^{-1}(\lambda)'$$

$$\varphi = X_2\delta + \sigma_{12}R^{-1}(\rho)S(\lambda)(Y_1^* - X_1\beta), \quad \Upsilon = (\sigma_2^2 - \sigma_{12}^2)R^{-1}(\rho)R^{-1}(\rho).$$

From the augmented joint posterior distribution in (3.5), the kernel of the conditional posterior of $\theta$ can be determined by collecting all terms that are not multiplicatively separable from $\theta$. Thus

$$p(\theta|\rho, \lambda, \Sigma, Y^*) \propto \exp \left\{ -\frac{1}{2}(\theta - \mu_0)'V_0^{-1}(\theta - \mu_0) \right\} \exp \left\{ -\frac{1}{2} (Y^* - X\theta)'\Omega^{-1}(Y^* - X\theta) \right\}.$$  \hspace{1cm} (3.8)$$

This result in (3.8) implies that

$$\theta|\rho, \lambda, \Sigma, Y^*, Y \sim N(\mu_1, V_1)$$  \hspace{1cm} (3.9)$$

where $V_1 = (V_0^{-1} + X'\Omega^{-1}X)^{-1}$ and $\mu_1 = V_1(V_0^{-1}\mu_0 + X'\Omega^{-1}Y^*)$.

The conditional posterior kernel of $\Sigma$ is

$$p(\Sigma|\rho, \lambda, Y^*, Y) \propto |\Sigma|^{-(\nu_0+3+n)/2} \exp \left\{ -\frac{1}{2} \left[ \text{tr}(T_0\Sigma^{-1}) + (Y^* - X\theta)'\Omega^{-1}(Y^* - X\theta) \right] \right\}$$

$$\times \Pi(\Sigma_{11} = 1).$$  \hspace{1cm} (3.10)$$

The exponent term in $p(Y^*|\theta, \lambda, \rho, \Sigma)$ can be written in a more compact way to facilitate the derivation of the conditional posterior of $\Sigma$. Using $\Omega^{-1} = K^{-1}(\lambda, \rho)(\Sigma^{-1} \otimes \mathbb{I}_n)K^{-1}(\lambda, \rho)$, $\varepsilon_1 = S(\lambda)Y_1^* - S(\lambda)X_1\beta$, $\varepsilon_2 = R(\rho)Y_2^* - R(\rho)X_2\delta$ and the matrix trace operator, we obtain

$$Y^* - X\theta)'\Omega^{-1}(Y^* - X\theta) = \text{tr} \left( (Y^* - X\theta)'\Omega^{-1}(Y^* - X\theta) \right) = \text{tr}(A_1 \times \Sigma^{-1}),$$  \hspace{1cm} (3.11)$$
where \( A_1 = \begin{pmatrix} \varepsilon'_1 \varepsilon_1 \\ \varepsilon'_2 \varepsilon_2 \end{pmatrix} \). Substituting (3.11) into (3.10) yields

\[
p(\Sigma|\rho, \lambda, Y^*, Y) \propto |\Sigma|^{-\left(v_0 + 3 + n\right)/2} \exp \left\{ -\frac{1}{2} \text{tr} \left( (T_0 + B) \Sigma^{-1} \right) \right\} \times \mathbb{I}(\Sigma_{11} = 1)
\]

(3.12)

The above result shows that the conditional posterior density of \( \Sigma \) is given by

\[
\Sigma|\theta, \rho, \lambda, Y^*, Y \sim \text{InvWish}(v_1, T_1) \times \mathbb{I}(\Sigma_{11} = 1),
\]

(3.13)

where \( v_1 = v_0 + n \) and \( T_1 = T_0 + A_1 \). The random draws from \( \text{InvWish}(v_1, T_1) \) should also be conditional on the normalization constraint of \( \Sigma_{11} = 1 \). An algorithm similar to the one suggested in Nobile, (2000) can be designed for imposing this constraint on the random draws.

Finally, the conditional posterior distributions for autoregressive parameters take the following forms:

\[
p(\lambda|\theta, \rho, \Sigma, Y^*, Y) \propto |S(\lambda)| \times \exp \left\{ -\frac{1}{2} \left( \frac{\sigma^2}{\sigma^2 - \sigma_{12}^2} \varepsilon'_1 \varepsilon_1 - \frac{2\sigma_{12}^2}{\sigma^2 - \sigma_{12}^2} \varepsilon'_2 \varepsilon_2 \right) \right\} \times \mathbb{I}(\lambda \in (-1/\kappa_1, 1/\kappa_1)),
\]

(3.14)

\[
p(\rho|\theta, \lambda, \Sigma, Y^*, Y) \propto |R(\rho)| \times \exp \left\{ -\frac{1}{2} \left( \frac{1}{\sigma^2 - \sigma_{12}^2} \varepsilon'_2 \varepsilon_2 - \frac{2\sigma_{12}^2}{\sigma^2 - \sigma_{12}^2} \varepsilon'_1 \varepsilon_1 \right) \right\} \times \mathbb{I}(\rho \in (-1/\kappa_2, 1/\kappa_2)).
\]

(3.15)

Both conditional posterior densities in (3.14) and (3.15) are not in the form of known densities. Sampling for both \( \lambda \) and \( \rho \) can be accomplished through a Metropolis-Hasting algorithm. LeSage and Pace, (2009) suggest a random walk Metropolis-Hasting algorithm in which a normal distribution is used as the proposal distribution to generate random draws for these parameters. According to this method, the candidate values \( (\lambda^{\text{new}}, \rho^{\text{new}}) \) are generated by

\[
\begin{pmatrix} \lambda^{\text{new}} \\ \rho^{\text{new}} \end{pmatrix} = \begin{pmatrix} \lambda^{\text{old}} \\ \rho^{\text{old}} \end{pmatrix} + \begin{pmatrix} z_\lambda \\ 0 \\ 0 \\ z_\rho \end{pmatrix} \times \begin{pmatrix} Z_\lambda \\ Z_\rho \end{pmatrix}, \text{ where } \begin{pmatrix} Z_\lambda \\ Z_\rho \end{pmatrix} \sim N(0_{2 \times 1}, I_2).
\]

(3.16)

The parameters \( z_\lambda \) and \( z_\rho \) in (3.16) are called the tuning parameters which ensure that the sampler moves over the entire conditional posterior distributions of the autoregressive parameters. The candidate values generated through (3.16) are subject to the parameter space constraints. That is, the candidate values, for which \( \lambda^{\text{new}} \notin (-1/\kappa_1, 1/\kappa_1) \) and \( \rho^{\text{new}} \notin (-1/\kappa_2, 1/\kappa_2) \), are rejected as a way of imposing the parameter space constraints. Since the increment random variables \( Z_\lambda \) and \( Z_\rho \) are standard normal, the acceptance probability values for the candidate \( (\lambda^{\text{new}}, \rho^{\text{new}}) \) take the following forms: \( \text{Pr}(\lambda^{\text{new}}), \text{Pr}(\rho^{\text{new}}) = \left( \min \left\{ 1, \frac{p(\lambda^{\text{new}}|\theta, \rho, \Sigma, Y^*, Y)}{p(\lambda^{\text{old}}|\theta, \rho, \Sigma, Y^*, Y)} \right\}, \right. \min \left\{ 1, \frac{p(\rho^{\text{new}}|\theta, \lambda, \Sigma, Y^*, Y)}{p(\rho^{\text{old}}|\theta, \lambda, \Sigma, Y^*, Y)} \right\} \right). \)

The candidates \( \lambda^{\text{new}} \) and \( \rho^{\text{new}} \) are accepted, respectively, with probabilities \( \text{Pr}(\lambda^{\text{new}}) \) and \( \text{Pr}(\rho^{\text{new}}) \).

Now we turn the conditional posterior distribution of latent variables. From the augmented joint

---

7With the parameterization in (2.3), we have \( (Y^* - X\theta)' \Omega^{-1} (Y^* - X\theta) = \sigma^2 + \frac{\sigma_{12}^2}{\sigma^2 - \sigma_{12}^2} \varepsilon'_1 \varepsilon_1 - \frac{2\sigma_{12}^2}{\sigma^2 - \sigma_{12}^2} \varepsilon'_2 \varepsilon_2 + \frac{1}{\sigma^2 - \sigma_{12}^2} \varepsilon'_2 \varepsilon_2 \). We use this result in (3.14) and (3.15).

8For some Monte Carlo results on the performance of this algorithm, see Dogan and Taspinar, (2014).

9We set \( z_z = z_\rho = 0.5 \) at the initial step. As suggested in LeSage and Pace, (2009), we adjust \( z_z \) so that the acceptance rates fall between 40% and 60% during the sampling process. A modified version of the tuned random walk procedure is to fix \( z_z \) after the burn-in period. During the burn-in period, the values of \( z_z \) can be collected and then the mean of these collected values can be used as the tuning parameter for the sampler.
conditional on the observed outcome values. As shown above, these observations are not sampled

\( \text{Y} \) in the case of a non-spatial sample selection model, the draws of 

\( \text{Y} \) \( \text{Y} \) in the case of non-spatial sample selection model, there are two cases: (i) \( \text{Y} \leq 0 \), i.e., \( \text{Y} = 0 \) and (ii) \( \text{Y} > 0 \), i.e, \( \text{Y} = 1 \). Let \( \mathcal{N}_0 = \{ i : \text{Y}_i = 0 \} \) be the index set of observations for which \( \text{Y}_i \leq 0 \). Similarly, let \( \mathcal{N}_1 = \{ i : \text{Y}_i = 1 \} \) be the index set of observations for which \( \text{Y}_i > 0 \). For the outcome equation, \( \mathcal{N}_0 \) contains indices of missing outcomes whereas \( \mathcal{N}_1 \) contains indices of observed outcomes.

The conditional posterior of latent variable can be written as

\[
p(\text{Y}^*|\theta, \lambda, \rho, \Sigma, \text{Y}) \propto p(\text{Y}^*_1, \text{Y}^*_2|\theta, \lambda, \rho, \Sigma)p(\text{Y}|\text{Y}^*) = p(\text{Y}^*_2|\text{Y}^*_1, \theta, \lambda, \rho, \Sigma)p(\text{Y}^*_1|\theta, \lambda, \rho, \Sigma)p(\text{Y}|\text{Y}^*)
\]

(3.17)

where the proportionality in the first line follows from (3.5). The result in (3.17) also suggests a computational implementation based on the method of composition for sampling from \( p(\text{Y}^*|\theta, \lambda, \rho, \Sigma, \text{Y}) \). We can first draw \( \text{Y}^*_1 \) from \( p(\text{Y}^*_1|\theta, \lambda, \rho, \Sigma) = N(X_1\beta, S^{-1}(\lambda)S^{-1}(\lambda)) \) subject to \( -\infty < Y^*_1 \leq 0 \) for \( i \in \mathcal{N}_0 \), and \( 0 < Y^*_1 < \infty \) for \( i \in \mathcal{N}_1 \). Then, this draw can be used to generate a draw of \( Y^*_2 \) from the conditional distribution \( p(Y^*_2|Y^*_1, \theta, \lambda, \rho, \Sigma) = N(\varphi, \Upsilon) \) for the observations corresponding to indices in \( \mathcal{N}_0 \).

In the first step of method of composition, we need to sample from the truncated multivariate normal distribution. The algorithm suggested in Geweke, (1991) can be used to generate random draws from the truncated multivariate normal distributions. Consider a random vector that has a multivariate normal distribution subject to a linear constraint. The conditional distribution of an individual element on all other elements of the vector is a univariate truncated normal distribution. Geweke, (1991) uses this result and suggests a Gibbs sampler to generate random draws from the truncated multivariate normal distributions. In our simulation study, we use the same approach. The sampling steps for the latent variable can be summarized as follows.

**Imputation Step:**

1. Use the Gibbs sampler suggested in Geweke, (1991) to generate \( Y^*_1 \) from

\[
N(X_1\beta, S^{-1}(\lambda)S^{-1}(\lambda)) \text{ subject to } -\infty < Y^*_1 \leq 0 \text{ for } i \in \mathcal{N}_0, \text{ and } 0 < Y^*_1 < \infty \text{ for } i \in \mathcal{N}_1.
\]

2. Use the vector \( Y^*_1 \) obtained in Step 1 to generate \( Y^*_2 \) from

\[
\text{MVN} \left( X_2\delta + \sigma_{12} R^{-1}(\rho)S(\lambda) (Y^*_1 - X_1\beta), \left( \sigma_2^2 - \sigma_{12}^2 \right) R^{-1}(\rho)R^{-1}(\rho) \right).
\]

(3.18)

3. Use draws from Step 1 to update \( Y^*_1 \). For the case of \( Y^*_2 \), use draws from Step 2 to update \( Y^*_2 \) only for \( i \in \mathcal{N}_0 \) since \( Y^*_2 \) for \( i \in \mathcal{N}_1 \) is observed.

In the case of a non-spatial sample selection model, the draws of \( Y^*_i \) for \( i \in \mathcal{N}_1 \) are generated conditional on the observed outcome values. As shown above, these observations are not sampled

---

\[ ^{10} \text{The explicit form of } N(\varphi, \Upsilon) \text{ is given in (3.7). This multi-step method for sampling from } p(\text{Y}^*|\theta, \lambda, \rho, \Sigma, \text{Y}) \text{ is called the method of composition. For details, see Chib, (2001) p.3576)}

\[ ^{11} \text{Chopin, (2011) describes an alternative numerical scheme which is computationally faster than some other alternative algorithms for sampling from a univariate truncated normal distribution.} \]
conditional on the observed values of the outcome equation, instead they are sampled from the truncated marginal distribution of \( Y_1^* \). This difference arises because of the presence of spatial dependence in our model\(^{12}\).

For an alternative algorithm, we consider the re-parametrization approach used in Li, (1998), McCulloch et al., (2000) and van Hasselt, (2011) for \( \Sigma \). Given our bivariate normality assumption for \((\varepsilon_{1i}, \varepsilon_{2i})'\), the conditional variance of \( \varepsilon_{2i} \) given \( \varepsilon_{1i} \) is \( \text{Var}(\varepsilon_{2i}|\varepsilon_{1i}) = \sigma_2^2 - \sigma_{12}^2/\sigma_1^2 \), where \( \sigma_1^2 \) is the variance of \( \varepsilon_{1i} \). Imposing the normalization restriction of \( \sigma_1^2 = 1 \) yields \( \text{Var}(\varepsilon_{2i}|\varepsilon_{1i}) = \sigma_2^2 - \sigma_{12}^2 \).

Let \( \text{Var}(\varepsilon_{2i}|\varepsilon_{1i}) = \xi^2 \), then \( \sigma_2^2 = \sigma_{12}^2 + \xi^2 \). In this approach, the population expectation of \( \varepsilon_{2i} \) given \( \varepsilon_{1i} \) is formulated with

\[
\varepsilon_{2i} = \sigma_{12}\varepsilon_{1i} + \eta_i,
\]

where \( \eta_i \) is i.i.d \( N(0, \xi^2) \). In \(3.19\), the linearity is assumed in the population regression of \( \varepsilon_{2i} \) on \( \varepsilon_{1i} \). This result is always implied by the bivariate normal assumption. This re-parameterization allows us to work with the model in terms of parameters \( \sigma_{12} \) and \( \xi^2 \) such that

\[
\Sigma = \begin{pmatrix}
1 & \sigma_{12} \\
\sigma_{12} & \sigma_{12}^2 + \xi^2
\end{pmatrix}.
\]

For the posterior analysis, we assume the following prior distributions: \( \sigma_{12}|\xi^2 \sim N(0, \tau\xi^2) \), and \( \xi^2 \sim IG(a_0, b_0) \), where \( IG(a_0, b_0) \) is the inverse gamma density function with shape parameter \( a_0 \) and scale parameter \( b_0 \). The prior dependence between \( \xi \) and \( \sigma_{12} \) is suggested in van Hasselt, (2011), and the parameter \( \tau \) is used to adjust the shape of prior implied for the correlation coefficient between \( \varepsilon_{1i} \) and \( \varepsilon_{2i} \). In Section 4 we provide the details about the elicitation of this parameter.

From the joint augmented posterior distribution, the conditional posterior of \( \xi^2 \) is determined by collecting all terms that are not multiplicatively separable from \( \xi^2 \), which is given by

\[
p(\xi^2|\theta, \lambda, \rho, \sigma_{12}, Y^*, Y) \propto (\xi^2)^{-(\frac{2a_0+n+1}{2}+1)} \exp\left\{-\frac{1}{\xi^2}\left(b_0 + \frac{\sigma_{12}^2}{2\tau} + \frac{\sigma_{12}^2}{2} \varepsilon_1^2 - \sigma_{12} \varepsilon_2 \varepsilon_1 + \frac{1}{2} \varepsilon_2^2\right)\right\},
\]

where \( \varepsilon_1 = S(\lambda)Y_1^* - S(\lambda)X_1 \beta \), and \( \varepsilon_2 = R(\rho)Y_2^* - R(\rho)X_2 \theta \).\(^{13}\) The result (3.21) implies that

\[
\xi^2|\theta, \lambda, \rho, \sigma_{12}, Y^*, Y \sim IG(a_1, b_1),
\]

where \( a_1 = \frac{2a_0+n+1}{2} \) and \( b_1 = b_0 + \frac{\sigma_{12}^2}{2\tau} + \frac{\sigma_{12}^2}{2} \varepsilon_1^2 - \sigma_{12} \varepsilon_2 \varepsilon_1 + \frac{1}{2} \varepsilon_2^2 \). Similarly, the conditional posterior of \( \sigma_{12} \) is given as

\[
p(\sigma_{12}|\theta, \lambda, \rho, \xi^2, Y^*, Y) \propto \exp\left\{-\frac{1}{2\tau\xi^2}\left(\frac{\sigma_{12} - \frac{\tau^2\varepsilon_1^2}{1+\tau\varepsilon_1^2}}{1+\tau\varepsilon_1^2}\right)^2\right\}.
\]

\(^{12}\)We provide an alternative sampling scheme in which these observations can be drawn conditional on the observed outcome values. For details, see the web appendix.

\(^{13}\)Using parameterization in \(3.20\), we have \((Y^* - X\theta)'\Omega^{-1}(Y^* - X\theta) = \varepsilon_1^2 + \frac{\sigma_{12}^2}{\xi^2} \varepsilon_1^2 - \frac{2\sigma_{12}}{\xi^2} \varepsilon_1 \varepsilon_2 + \frac{1}{\xi^2} \varepsilon_2^2\). We use this result in \(3.21\).
The above result implies that
\[
\sigma_{12} | \theta, \lambda, \rho, \xi^2, Y^*, Y \sim N \left( \frac{\tau \varepsilon_2 \varepsilon_1}{1 + \tau \varepsilon_1 \varepsilon_1}, \frac{\tau \xi^2}{(1 + \tau \varepsilon_1 \varepsilon_1)} \right). \tag{3.24}
\]

With this new parameterization, the conditional posterior distributions for autoregressive parameters take the following forms:
\[
p(\lambda | \theta, \rho, \sigma_{12}, \xi^2, Y^*, Y) \propto |S(\lambda)| \times \exp \left\{ -\frac{1}{2} \left( \varepsilon_1 \varepsilon_1 + \frac{\sigma_{12}^2}{\xi^2} \varepsilon_1 \varepsilon_1 - \frac{2\sigma_{12}}{\xi^2} \varepsilon_1 \varepsilon_2 \right) \right\}, \tag{3.25}
\]
\[
p(\rho | \theta, \lambda, \sigma_{12}, \xi^2, Y^*, Y) \propto |R(\rho)| \times \exp \left\{ -\frac{1}{2} \left( \frac{1}{\xi^2} \varepsilon_2 \varepsilon_2 - \frac{2\sigma_{12}}{\xi^2} \varepsilon_1 \varepsilon_1 \right) \right\}. \tag{3.26}
\]

Again, the random walk Metropolis-Hasting algorithm described in (3.16) can be used to generate random draws for these parameters.

The Gibbs samplers outlined so far are summarized in the following algorithms.

**Algorithm 1:**

1. Let \((\theta^0, \Sigma^0, \lambda^0, \rho^0)\) be the initial parameter values.
2. Update \(\theta\): Sample \(\theta\) from (3.9).
3. Update \(\Sigma\): Sample \(\Sigma\) from (3.13).
4. Update \(\lambda\) and \(\rho\): Sample these parameters from (3.14) and (3.15) using a Metropolis-Hasting algorithm.
5. Update \(Y_1^*\) and \(Y_2^*\) using the imputation step.

**Algorithm 2:**

1. Let \((\theta^0, \sigma_{12}^0, \xi^2, \lambda^0, \rho^0)\) be the initial parameter values.
2. Update \(\theta\): Sample \(\theta\) from (3.9).
3. Update \(\sigma_{12}\): Sample \(\sigma_{12}\) from (3.24).
4. Update \(\xi^2\): Sample \(\xi^2\) from (3.22).
5. Update \(\lambda\) and \(\rho\): Sample these parameters from (3.25) and (3.26) using a Metropolis-Hasting algorithm.
6. Update \(Y_1^*\) and \(Y_2^*\) using the imputation step.

The Gibbs samplers outlined in Algorithms 1 and 2 operate by splitting the full set of parameters into different blocks. In general, the design of blocks is determined whether the conditional density of each block takes a known form. Gilks et al., (1995) and Chib, (2001) suggest that the set of parameters that are highly correlated should be treated as one block to improve mixing. For the non-spatial sample selection model, van Hasselt, (2005) shows that \(\sigma_{12}\) has a direct effect on \(\delta\), implying a high correlation between these parameters. Therefore, we consider an alternative
sampler in which the sampling for $\delta$ and $\sigma_{12}$ is carried out jointly. Given the re-parameterization in (3.19), the model can be written as
\begin{align}
Y_1^* &= X_1 \beta + S^{-1}(\lambda) \varepsilon_1 \\
Y_2^* &= X_2 \delta + R^{-1}(\rho) [\sigma_{12} \varepsilon_1 + \eta] = Z \gamma + R^{-1}(\rho) \eta
\end{align}
(3.27) (3.28)
where $\eta \sim N(0, \xi^2 I_n)$, $Z = (X_2, R^{-1}(\rho) \varepsilon_1)$, and $\gamma = (\delta', \sigma_{12})'$. Following van Hasselt (2011), we assume the following prior distributions: $\beta \sim N(h_0, H_0)$, $\xi^2 \sim IG(a_0, b_0)$, and $\gamma|\xi^2 \sim N(p_0, P_0)$ where $p_0 = (d_0', g_0')$ and $P_0 = \begin{pmatrix} D_0 & 0 \\ 0 & \tau \xi^2 \end{pmatrix}$. The prior distributions for the autoregressive parameters are the uniform distributions stated in (3.3) and (3.4). Starting from $\beta$, the posterior distribution is given by
\begin{equation}
p(\beta|\lambda, Y_1^*, Y_1) \propto N(h_0, H_0) \times \exp \left\{ -\frac{1}{2} (Y_1^* - X_1 \beta)' S'(\lambda) S(\lambda) (Y_1^* - X_1 \beta) \right\}.
\end{equation}
(3.29)
Then, it follows that
\begin{equation}
\beta|\lambda, Y_1^*, Y_1 \sim N(h_1, H_1),
\end{equation}
(3.30)
where $h_1 = H_1 (X_1' S'(\lambda) S(\lambda) Y_1^* + H_0^{-1} h_0)$, and $H_1 = (X_1' S'(\lambda) S(\lambda) X_1 + H_0^{-1})^{-1}$. Similarly, the conditional posterior of $\gamma$ is stated as
\begin{equation}
p(\gamma|\beta, \lambda, \rho, \sigma_{12}, \xi^2, Y, Y^*) \propto N(p_0, P_0) \times \exp \left\{ -\frac{1}{2} \xi^{-2} (Y_2^* - Z \gamma)' R'(\rho) R(\rho) (Y_2^* - Z \gamma) \right\}.
\end{equation}
(3.31)
With the same argument used to derive the result in (3.30), it can be shown that
\begin{equation}
\gamma|\beta, \lambda, \rho, \sigma_{12}, \xi^2, Y, Y^* \sim N(p_1, P_1),
\end{equation}
(3.32)
where $p_1 = P_1 (\xi^{-2} Z' R'(\rho) R(\rho) Y_2^* + P_0^{-1} p_0)$, and $P_1 = (\xi^{-2} Z' R'(\rho) R(\rho) Z + P_0^{-1})^{-1}$. Using $\eta = R(\rho) Y_2^* - R(\rho) Z \gamma$, the conditional posterior of $\xi^2$ is given by
\begin{equation}
p(\xi^2|\beta, \gamma, \lambda, \rho, \sigma_{12}, Y, Y^*) \propto (\xi^2)^{-\left(\frac{2a_0+n-2}{2}\right)} \exp \left\{ -\frac{1}{\xi^2} \left( b_0 + \frac{1}{2\tau} (\sigma_{12} - g_0)^2 + \frac{1}{2} \eta \right) \right\}.
\end{equation}
(3.33)
The above result implies that
\begin{equation}
\xi^2|\beta, \gamma, \lambda, \rho, \sigma_{12}, Y, Y^* \sim IG(a_1, b_1),
\end{equation}
(3.34)
where $a_1 = \frac{2a_0+n-2}{2}$ and $b_1 = b_0 + \frac{1}{2\tau} (\sigma_{12} - g_0)^2 + \frac{1}{2} \eta \eta$. For the spatial autoregressive parameters,
we have
\[
p(\lambda|\beta, Y, Y^*) \propto |S(\lambda)| \exp \left\{ (S(\lambda)Y_1^* - S(\lambda)X_1\beta)' (S(\lambda)Y_1^* - S(\lambda)X_1\beta) \right\} \tag{3.35}
\]
\[
p(\rho|\beta, \gamma, \lambda, \sigma_{12}, \xi^2, Y, Y^*) \propto |R(\rho)| \exp \left\{ -\frac{1}{2} \xi^{-2} (R(\rho)Y_2^* - R(\rho)Z_\gamma)' (R(\rho)Y_2^* - R(\rho)Z_\gamma) \right\}.
\]
\[
(3.36)
\]
Again, the results in (3.35) and (3.36) do not correspond to any known densities. The sampling for these parameters can be accomplished thorough the random walk Metropolis-Hasting algorithm described in (3.16).

Finally, the conditional posteriors of latent variables are required to complete the Gibbs sampler. The model stated in (3.27) and (3.28) suggests that the conditional posterior of \(Y_1^*\) is truncated multivariate normal distribution, where the bounds of truncation are determined by cases (i) \(Y_{1i} = 0\) and (ii) \(Y_{1i} = 1\). Given the formulation in (3.27), we have
\[
Y_1^*|\beta, \lambda, Y_1 \sim N \left( X_1\beta, S^{-1}(\lambda)S^{-1}(\lambda) \right), \tag{3.37}
\]
subject to (i) \(-\infty < Y_{1i}^* \leq 0\) for \(i \in N_0\) and (ii) \(0 < Y_{1i}^* < \infty\) for \(i \in N_1\). Once \(Y_1^*\) is updated, \(Y_{2i}^*\) can be updated by using \(\varepsilon_1\) from the current iteration. For the outcome equation, we only need draws for the missing observations. We consider two approaches. In the first approach, we simply draw \(Y_{2i}^*\) from \(N(Z_\gamma, \xi^2R^{-1}(\rho)R^{-1'}(\rho))\) and update \(Y_{2i}^*\) for \(i \in N_0\). For the second approach, we assume that \(Y_{2i}^* = (Y_{21i}^*, Y_{22i}^*)'\), where the first \(n_1 \times 1\) block of \(Y_{21i}^*\) contains missing values and the second \(n_2 \times 1\) block of \(Y_{22i}^*\) contains the observed observations. As suggested in LeSage and Pace, (2009) for the case of spatial Tobit model, we can generate \(Y_{21i}^*\) conditional on \(Y_{22i}^*\). This conditional distribution can be determined from the following marginal distribution:
\[
\begin{pmatrix}
Y_{21}^* \\
Y_{22}^*
\end{pmatrix}
| \beta, \gamma, \lambda, \sigma_{12}, \xi^2 \sim N \left( Z_\gamma, \xi^2R^{-1}(\rho)R^{-1'}(\rho) \right).
\]
\[\tag{3.38}\]
Using (3.38), we have the following partition:
\[
\begin{pmatrix}
Y_{21}^* \\
Y_{22}^*
\end{pmatrix}
| \beta, \gamma, \lambda, \sigma_{12}, \xi^2 \sim N \left( \begin{pmatrix} Z_{1\gamma 1} \\
Z_{2\gamma 2} \end{pmatrix}, \begin{pmatrix} R_{11}(\rho) & R_{12}(\rho) \\
R_{21}(\rho) & R_{22}(\rho) \end{pmatrix} \right)
\]
where \(Z_{1\gamma 1}\) and \(Z_{2\gamma 2}\) are respectively the first \(n_1 \times 1\) block and the second \(n_2 \times 1\) block of \(Z_\gamma\). \(R_{11}(\rho)\) is the first \(n_1 \times n_1\) block of \(\xi^2R^{-1}(\rho)R^{-1'}(\rho)\), and the other elements are defined similarly.

The above partition implies the following conditional posterior distribution:
\[
Y_{21i}^*|\beta, \gamma, \lambda, \sigma_{12}, \xi^2, Y_{22i}^*, Y \sim N \left( Z_{1\gamma 1} + R_{12}(\rho)R_{22}^{-1}(\rho) [Y_{22i}^* - Z_{2\gamma 2}], R_{11}(\rho) - R_{12}(\rho)R_{22}^{-1}(\rho)R_{21}(\rho) \right).
\]
\[\tag{3.39}\]
We summarize this alternative sampler in the following algorithm.

**Algorithm 3:**

1. Let \((\beta^0, \gamma^0, \xi^{2,0}, \lambda^0, \rho^0)\) be the initial parameter values.
2. Update \(\beta\): Sample \(\beta\) from (3.30).
3. Update $\gamma$: Sample $\gamma$ from (3.32).

4. Update $\xi^2$: Sample $\xi^2$ from (3.34).

5. Update $\lambda$ and $\rho$: Sample these parameters from (3.35) and (3.36) using a Metropolis-Hasting algorithm.

6. Update $Y^\star_1$ and $Y^\star_2$: Sample latent variables using (3.37) and (3.39).

Algorithms 2 and 3 are based on the re-parameterization scheme considered for $\Sigma$. The re-parameterization approach can be seen as a special form of the more general method called “the parameter expansion method” or “the marginal data augmentation method” considered in Liu and Wu, (1999), Meng and van Dyk, (1999), and van Dyk and Meng, (2001). In this method, the model is expanded with an expansion parameter to improve the convergence rate of the resulting Markov chains. We consider this approach for our spatial sample selection model. Let $\alpha^2$ be an expansion parameter that can be identified given the augmented data $(Y^\star, Y)$ with a prior of $p(\alpha^2|\Sigma)$. Then, we can introduce the expansion parameter into our data augmentation sampling scheme of (3.5) through

$$p(\theta, \lambda, \rho, \Sigma, Y^\star|Y) \propto p(\theta)p(\lambda)p(\rho)p(\Sigma) \int p(Y^\star, Y|\theta, \lambda, \rho, \Sigma, \alpha^2)p(\alpha^2|\Sigma)d\alpha^2. \tag{3.40}$$

In (3.40), the marginalization over $\alpha^2$ yields the same joint augmented posterior stated in (3.5) without any expansion parameter. The computational advantages of (3.40) are discussed in details in Liu and Wu, (1999) and Meng and van Dyk, (1999). To make the approach in (3.40) operational, Meng and van Dyk, (1999) suggest a general two-step marginalization strategy such that the convergence rate of the resulting Markov chains is better than any other scheme. In the context of our spatial model, this two-step strategy can also be seen as an alternative way to circumvent the computational problems that are due to the identification condition, $\Sigma_{11} = \sigma_1^2 = 1$. In the first step, the spatial sample selection model is transformed by the expansion parameter in such a way that the transformed model has an unconstrained covariance matrix so that the computational complications are circumvented for the posterior analysis. In the second step, an inverse Wishart distribution is assigned as a prior to the unconstrained covariance matrix. At this step, the priors for the expansion parameter and the constrained covariance matrix are also determined to complete a Gibbs sampler.

In the literature, this two-step strategy is applied to non-spatial multinomial probit models in Imai and van Dyk, (2005) and Burgette and Nordheim, (2012). These authors show that the algorithm based on this method is better in terms of convergence rate. Talhouk et al., (2012) suggest an efficient Bayesian MCMC algorithm based on the parameter expansion method for non-spatial multivariate probit models. Recently, Ding, (2014) applied a scheme based on the parameter expansion method to a non-spatial sample selection method and shows that an MCMC algorithm with this scheme can perform better. Hence, it is of interest to consider the same approach for our spatial model. In the following, we consider two new samplers in which the expansion parameter is handled differently.

In order to write the model in (2.6) in terms of unconstrained covariance matrix, define

$$E^\star = \left( \begin{array}{cc} \sigma_1 I_n & 0_{n \times n} \\ 0_{n \times n} & I_n \end{array} \right) \times (Y^\star - X\theta), \tag{3.41}$$

where the expansion parameter is $\alpha = \sigma_1$. Given our bivariate normal distribution assumption, we have $E^\star|\theta, B \sim N(0_{2n \times 2n}, Q)$, where $Q = K(\lambda, \rho)(B \otimes I_n)K'(\lambda, \rho)$, and $B$ is the unconstrained
covariance matrix of \((\varepsilon_{1i}, \varepsilon_{2i})'\), namely

\[
\mathfrak{B} = \left( \begin{array}{cc}
\sigma_1 & 0 \\
0 & 1
\end{array} \right) \Sigma \left( \begin{array}{cc}
\sigma_1 & 0 \\
0 & 1
\end{array} \right) = \left( \begin{array}{cc}
\sigma_1^2 & \rho \sigma_1 \sigma_2 \\
\rho \sigma_1 \sigma_2 & \sigma_2^2
\end{array} \right),
\]

where \(\rho = \frac{\sigma_{12}}{\sigma_1 \sigma_2}\). Now, the inverse Wishart distribution can be assigned as a prior to \(\mathfrak{B}\), namely \(\mathfrak{B} \sim \text{InvWish}(v_0, I_2)\). Given the transformation in (3.42), the priors for \(\Sigma\) and \(\sigma_1^2\), i.e., the derived densities, can be deduced from \(\text{InvWish}(v_0, I_2)\). These derived priors are given by

\[
p(\Sigma) \propto \left(1 - \rho^2\right)^{-3/2} \sigma_{2}^{-2v_0/2} \exp\left\{-\frac{1}{2\sigma_{2}^2(1 - \rho^2)}\right\},
\]

(3.43)

\[
\sigma_1^2 | \Sigma \sim \left((1 - \rho^2)\chi_{v_0}^2\right)^{-1}.
\]

(3.44)

Given our normal distribution assumption for \(E^\star | \theta, \mathfrak{B} \sim N(0_{2n \times 2n}, Q)\), the conditional posterior of \(\mathfrak{B}\) is given by

\[
p(\mathfrak{B} | \theta, \lambda, \rho, Y^*, Y, E^*) \propto |\mathfrak{B}|^{-\left(v_0+3\right)/2} \exp\left\{-\frac{1}{2} tr(I_2 \mathfrak{B}^{-1})\right\} \times |\mathfrak{B}|^{-n/2} \exp\left\{-\frac{1}{2} E^\star Q^{-1} E^*\right\}.
\]

(3.45)

Using \(\varepsilon_1 = S(\lambda)Y_1^* - S(\lambda)X_1 \beta\) and \(\varepsilon_2 = R(\rho)Y_2^* - R(\rho)X_1 \delta\), the quadratic term \(E^\star Q^{-1} E^*\) in (3.45) can be written as

\[
E^\star Q^{-1} E^* = tr\left(E^\star Q^{-1} E^*\right) = \text{tr}\left(A_2 \times \mathfrak{B}^{-1}\right),
\]

(3.46)

where \(A_2 = \left(\begin{array}{cc}
\sigma_1^2 & \sigma_1 \sigma_2 \varepsilon_1 \\
\sigma_1 \sigma_2 \varepsilon_1 & \sigma_2^2 \varepsilon_2
\end{array}\right)\). Substituting (3.46) into (3.45) yields

\[
\mathfrak{B}|\theta, \rho, \lambda, \Sigma, Y^*, Y, E^* \sim \text{InvWish}(v_1, T_1),
\]

(3.47)

where \(v_1 = n + v_0\) and \(T_1 = I_2 + A_2\). To marginalize over \(\sigma_1^2\), we draw \(\mathfrak{B}\) from \(\text{InvWish}(v_1, T_1)\) and set \(\sigma_1^2 = \mathfrak{B}_{11}\), where \(\mathfrak{B}_{11}\) is the (1,1)th element of \(\mathfrak{B}\). Then, we set

\[
\Sigma = \left(\begin{array}{cc}
1/\sigma_1 & 0 \\
0 & 1
\end{array}\right) \times \mathfrak{B} \times \left(\begin{array}{cc}
1/\sigma_1 & 0 \\
0 & 1
\end{array}\right).
\]

(3.48)

This new approach can be summarized by the following algorithm.

**Algorithm 4:**

1. Let \((\theta^0, \Sigma^0, \lambda^0, \rho^0)\) be the initial parameter values.
2. Update \(\theta\): Sample \(\theta\) from (3.9).
3. Update \(\Sigma\): Use the following steps
   (a) Draw \(\sigma_1^2\) from its prior \((1 - \rho^2)\chi_{v_0}^2\)^{-1}.
   (b) Apply the transformation in (3.41) to obtain \(E^*\).
   (c) Sample \(\mathfrak{B}\) from (3.47).
(d) Set $\sigma_1^2 = \mathcal{B}_{11}$ and recover $\Sigma$ by

$$\Sigma = \begin{pmatrix} 1/\sigma_1 & 0 \\ 0 & 1 \end{pmatrix} \times \mathcal{B} \times \begin{pmatrix} 1/\sigma_1 & 0 \\ 0 & 1 \end{pmatrix}. $$

4. Update $\lambda$ and $\rho$: Sample these parameters from (3.14) and (3.15) using a Metropolis-Hasting algorithm.

5. Update $Y_1^*$ and $Y_2^*$ using the imputation step.

In the above algorithm, although the sampled $\mathcal{B}$ depends on the unidentifiable parameter $\sigma_1^2$, there is a complete marginalization over $\sigma_1^2$ in updating $\Sigma$. There is an alternative approach in Meng and van Dyk, (1999) and Imai and van Dyk, (2005), where the conditional posterior distribution of the expansion parameter, which is $\sigma_1^2$ in our case, is used in the sampler. Meng and van Dyk, (1999) and van Dyk and Meng, (2001) called the algorithm in which the distribution of the working parameters is used “the marginal data augmentation algorithm.” Following Imai and van Dyk, (2005), we also consider a similar marginal data augmentation algorithm for our model. Transforming our model in (2.6) by multiplying with a positive scalar parameter $\alpha$ yields

$$\alpha Y^* \equiv \tilde{Y}^* = X\tilde{\theta} + \tilde{\varepsilon},$$

where $\tilde{\theta} = \alpha\theta$ and $\tilde{\varepsilon} = \alpha\varepsilon$. Meng and van Dyk, (1999) called the parameter $\alpha$ a “working parameter” (it is called an “expansion parameter” in Liu and Wu, (1999)). A working parameter is an unidentifiable parameter but is identifiable in the expanded parameter space of a data augmentation algorithm. Denote the covariance of $\tilde{\varepsilon}$ with $\mathcal{D}$. Given the transformation in (3.49), we have $\mathcal{D} = \alpha^2\Omega = \mathcal{K}(\lambda, \rho)\{(\alpha^2\Sigma \otimes I_n)\mathcal{K}'(\lambda, \rho)\}$. Define $\Sigma = \alpha^2\Sigma$ as the new unconstrained covariance matrix. Now, the inverse Wishart distribution can be assigned as a prior to $\tilde{\Sigma}$, namely $\tilde{\Sigma} \sim \text{InvWish}(v_0, S_0)$. The transformation in (3.49) and the prior $\tilde{\Sigma} \sim \text{InvWish}(v_0, S_0)$ imply the following joint prior density:

$$p(\Sigma, \alpha^2) = (\alpha^2)^{-(\frac{2v_0}{2} + 1)}|\Sigma|^{-(\frac{v_0+3}{2})} \exp \left\{ -\frac{1}{2\alpha^2} \text{tr}(S_0\Sigma^{-1}) \right\}. $$

(3.50)

The joint prior in (3.50) implies the following derived prior densities (for details, see the web appendix)

$$p(\Sigma) \propto |\Sigma|^{-\frac{(v_0+3)/2}{2}} \times \left[ \text{tr}(S_0\Sigma^{-1}) \right]^{-v_0}, $$

$$\alpha^2 \Sigma \sim \text{tr}(S_0\Sigma^{-1})/\chi_{2v_0}^2. $$

(3.51)

(3.52)

For the posterior analysis, we consider the following prior specifications: $\tilde{\theta}|\alpha \sim N(0, \alpha^2V_0)$, $\tilde{\Sigma} \sim \text{InvWish}(v_0, S_0)$, $\alpha^2|\Sigma \sim \text{tr}(S_0\Sigma^{-1})/\chi_{2v_0}^2$. With these priors, a new algorithm can be developed by considering the transformed model in (3.49). This algorithm, besides the imputation step and the conditional posterior distributions of autoregressive parameters, requires (i) the joint conditional posterior distribution of $\tilde{\theta}$ and $\alpha^2$, and (ii) the conditional posterior distribution of $\tilde{\Sigma}$. To this end, $\tilde{\theta}$ and $\alpha^2$ is sampled from the joint conditional posterior density, $p(\tilde{\theta}, \alpha^2|\Sigma, \lambda, \rho, \tilde{Y}^*, Y) = p(\tilde{\theta}|\Sigma, \lambda, \rho, \alpha^2, \tilde{Y}^*, Y) \times p(\alpha^2|\Sigma, \lambda, \rho, \tilde{Y}^*, Y)$, which can be done by generating a draw of $\alpha^2$ from $p(\alpha^2|\Sigma, \lambda, \rho, \tilde{Y}^*, Y)$ and then using this draw to sample $\tilde{\theta}$ from $p(\tilde{\theta}|\Sigma, \lambda, \rho, \alpha^2, \tilde{Y}^*, Y)$. Hence, the algorithm will be completed once $p(\tilde{\theta}|\Sigma, \lambda, \rho, \alpha^2, \tilde{Y}^*, Y)$, $p(\alpha^2|\Sigma, \lambda, \rho, \tilde{Y}^*, Y)$ and $p(\tilde{\Sigma}|\tilde{\theta}, \alpha^2, \lambda, \rho, \tilde{Y}^*, Y)$ are determined. The conditional posterior densities of $\tilde{\theta}$ and $\tilde{\Sigma}$ can be easily determined with a
similar way used in the previous algorithms. The conditional posterior density, \( p(\alpha^2|\Sigma, \lambda, \rho, \tilde{Y}^*, Y) \) can be determined from

\[
p(\alpha^2|\Sigma, \lambda, \rho, \tilde{Y}^*, Y) = \frac{p(\tilde{\alpha}, \tilde{\theta}|\Sigma, \lambda, \rho, \tilde{Y}^*, Y)}{p(\theta|\Sigma, \lambda, \rho, Y^*, Y)}. \tag{3.53}
\]

Using (3.53), it can be shown that

\[
\alpha^2|\Sigma, \lambda, \rho, \tilde{Y}^*, Y \\
\sim \frac{(\tilde{Y}^* - X\theta_{gls})^T \Omega^{-1}(\tilde{Y}^* - X\theta_{gls}) + \theta_{gls}'(V_0 + [X'\Omega^{-1}X]^{-1})^{-1}\theta_{gls} + \text{tr}(S_0\Sigma^{-1})}{\chi^2_{2(n+v_0)}}.
\tag{3.54}
\]

where \( \theta_{gls} = (X'\Omega^{-1}X)^{-1}X'\Omega^{-1}\tilde{Y}^* \). The working parameter \( \alpha \) is marginalized out in different ways to recover \( \theta \) and \( \Sigma \) as shown in the following. The steps of this new algorithm at iteration \( t \) can be summarized in the following algorithm.\(^{14}\)

**Algorithm 5:**

1. Let \((\theta^0, \Sigma^0, \lambda^0, \rho^0)\) be the initial parameter values.

2. Update \( Y_1^* \) and \( Y_2^* \) by using the imputation step. This step is the same as the last step of Algorithm 1. Let \( \tilde{Y}^* = (Y_1^*, Y_2^*) \) be the updated vector.

3. Draw \( \alpha^2 \) from (3.52) and set \( \tilde{Y}^* = \alpha Y^* \).

4. Update \( \tilde{\theta} \) and \( \alpha^2 \): Calculate \( \theta_{gls} = (X'\Omega^{-1}X)^{-1}X'\Omega^{-1}\tilde{Y}^* \) with \( \Omega = K(\lambda^{-1}, \rho^{-1})(\Sigma^{-1} \otimes I_n)K'(\lambda^{-1}, \rho^{-1}) \), where \( \lambda^{-1}, \rho^{-1} \) and \( \Sigma^{-1} \) are obtained from the previous iteration.
   (a) Draw \( \alpha \) using

\[
\alpha^2|\Sigma, \lambda, \rho, \tilde{Y}^*, Y \\
\sim \frac{(\tilde{Y}^* - X\theta_{gls})^T \Omega^{-1}(\tilde{Y}^* - X\theta_{gls}) + \theta_{gls}'(V_0 + [X'\Omega^{-1}X]^{-1})^{-1}\theta_{gls} + \text{tr}(S_0\Sigma^{-1})}{\chi^2_{2(n+v_0)}}.
\tag{3.55}
\]

(b) Draw \( \tilde{\theta} \) using

\[
\tilde{\theta}|\Sigma, \alpha^2, \lambda, \rho, Y^*, Y \sim N\left(\mu_1, \alpha^2(V_0^{-1} + X'\Omega^{-1}X)^{-1}\right).
\tag{3.56}
\]

Set \( \theta^t = \tilde{\theta}/\alpha \) as the sampled value at iteration \( t \).

5. Draw \( \tilde{\Sigma} \): Calculate \( \hat{\varepsilon}_1 = S(\lambda^{-1})\tilde{Y}_1^* - S(\lambda^{-1})X_1 \tilde{\beta} \), \( \hat{\varepsilon}_2 = R(\rho^{-1})\tilde{Y}_2^* - R(\rho^{-1})X_1 \tilde{\delta} \) and \( \hat{A}_1 = \begin{pmatrix} \hat{\varepsilon}_1' \hat{\varepsilon}_1 \\ \hat{\varepsilon}_2' \hat{\varepsilon}_1 \end{pmatrix}, \hat{\varepsilon}_2' \hat{\varepsilon}_2 \end{pmatrix}. \) Draw \( \hat{\Sigma} \) using

\[
\hat{\Sigma}|\tilde{\theta}, \alpha^2, \lambda, \rho, \tilde{Y}^*, Y \sim \text{InvWish}(v_0 + n, S_0 + \hat{A}_1),
\tag{3.57}
\]

Finally set \( \Sigma^t = \frac{1}{\Sigma_{11}} \times \hat{\Sigma} \), and \( Y^{*, t} = \frac{1}{\sqrt{\Sigma_{11}}} \times \tilde{Y}^* \) as the sampled values for iteration \( t \).

\(^{14}\)See the web appendix for details.
6. Update $\lambda$ and $\rho$ conditional on $\theta^t$, $\Sigma^t$ and $Y^{*,t}$: Sample these parameters from (3.14) and (3.15) using a Metropolis-Hasting algorithm.

Note that the working parameter is completely marginalized after Step 5 in Algorithm 5. Meng and van Dyk, (1999) and Imai and van Dyk, (2005) consider another sampling scheme in which the working parameter is not sampled from its prior but instead is sampled from its conditional posterior distribution. For example, we could record draws of $\alpha^2$ from (3.55) in the sampler for the next iterations. Imai and van Dyk, (2005) show that the scheme we outlined in Algorithm 5 outperforms some other schemes that can be considered for the sampler. Hence, we only consider the scheme in Algorithm 5.15

Algorithms 4 and 5 handle the working parameter in different ways. In terms of specification, the working parameter (or expansion parameter) is defined in a more general way in Algorithm 5. The difference in specifications imply different functional relationships between the constrained and the unconstrained covariances. Therefore, the derived conditional prior of working parameter stated in (3.44) for Algorithm 4 is different from the one stated in (3.52) for Algorithm 5. There are different ways in which the working parameter is marginalized out (or swept over) in these algorithms. It is obvious that the working parameter is more active in Algorithm 5 implying a higher variability in the augmented data. This additional variability in the augmented data may allow the Gibbs sampler to move around the parameter space more quickly (Imai and van Dyk, 2005).

**Table 1:** Prior hyper-parameters and Initial Values

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Hyper-parameters</th>
<th>Initial values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1:</td>
<td>$\theta_0 = 0_{4 \times 1}$, $V_0 = 10^3 \times I_4$</td>
<td>$\theta^0 = (X'X)^{-1}XY$</td>
</tr>
<tr>
<td></td>
<td>$v_0 = 3$, $T_0 = 8 \times I_2$</td>
<td>$\lambda^0 = 0.25$, $\rho^0 = 0.25$</td>
</tr>
<tr>
<td></td>
<td>$\kappa_1 = \kappa_2 = 1$</td>
<td></td>
</tr>
<tr>
<td>Algorithm 2:</td>
<td>$\theta_0 = 0_{4 \times 1}$, $V_0 = 10^3 \times I_4$</td>
<td>$\theta^0 = (X'X)^{-1}XY$</td>
</tr>
<tr>
<td></td>
<td>$\kappa_1 = \kappa_2 = 1$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tau = 0.7$, $a_0 = 1$, $b_0 = 1$</td>
<td></td>
</tr>
<tr>
<td>Algorithm 3:</td>
<td>$h_0 = 0_{2 \times 1}$, $H_0 = 10^3 \times I_2$</td>
<td>$\beta^0 = (X_1'X_1)^{-1}X_1'Y_1$; $\delta^0 = (X_2'X_2)^{-1}X_2'Y_2$</td>
</tr>
<tr>
<td></td>
<td>$d_0 = 0_{2 \times 1}$; $g_0 = 0$, $D_0 = 10^3 \times I_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\kappa_1 = \kappa_2 = 1$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tau = 0.7$, $a_0 = 1$, $b_0 = 1$</td>
<td></td>
</tr>
<tr>
<td>Algorithm 4:</td>
<td>$\theta_0 = 0_{4 \times 1}$, $V_0 = 10^3 \times I_4$</td>
<td>$\theta^0 = (X'X)^{-1}XY$</td>
</tr>
<tr>
<td></td>
<td>$\kappa_1 = \kappa_2 = 1$, $v_0 = 3$</td>
<td>$\lambda^0 = 0.25$, $\rho^0 = 0.25$</td>
</tr>
<tr>
<td>Algorithm 5:</td>
<td>$\theta_0 = 0_{4 \times 1}$, $V_0 = 10^3 \times I_4$</td>
<td>$\theta^0 = (X'X)^{-1}XY$</td>
</tr>
<tr>
<td></td>
<td>$\kappa_1 = \kappa_2 = 1$</td>
<td>$\lambda^0 = 0.25$, $\rho^0 = 0.25$</td>
</tr>
<tr>
<td></td>
<td>$v_0 = 8$, $S_0 = 8 \times I_2$</td>
<td></td>
</tr>
</tbody>
</table>

---

15Our algorithm corresponds to Algorithm 1 of Imai and van Dyk, (2005) with their Scheme 1. Algorithm 1 with Scheme 1 in Imai and van Dyk, (2005) is same as with the PX-DA Algorithm with Scheme 1.1 in Liu and Wu, (1999). In the web appendix, we provide an alternative algorithm which corresponds to Algorithm 2 of Imai and van Dyk, (2005).
4 Simulation Study

To evaluate the finite sample properties of Gibbs samplers in Algorithms 1-5, we design a simulation study in this section. We consider the following data generating process (DGP):

\[
\begin{bmatrix}
X_1' \\
X_2'
\end{bmatrix} = \begin{bmatrix}
X_1 & 0_{n \times k_1} \\
0_{n \times k_2} & X_2
\end{bmatrix} \begin{bmatrix}
\beta \\
\delta
\end{bmatrix} + \begin{bmatrix}
S^{-1}(\lambda) \varepsilon_1 \\
R^{-1}(\rho) \varepsilon_2
\end{bmatrix}.
\]

(4.1)

where \(X_1 = (l_n', X_{1,1}')'\) with \(\beta = (\beta_1, \beta_2)'\), and \(X_2 = (l_n', X_{2,1}')'\) with \(\delta = (\delta_1, \delta_2)'\). The exogenous variable \(X_{1,1}\) consists of random draws from \(U(0, 1)\) whereas \(X_{2,1}\) is generated from \(N(0, 1)\). The innovations are generated from the bivariate normal distribution according to

\[
\begin{bmatrix}
\varepsilon_{1i} \\
\varepsilon_{2i}
\end{bmatrix} \sim N\left(\begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 & 0.3 \\ 0.3 & 1.2 \end{bmatrix}\right)
\]

(4.2)

for \(i = 1, \ldots, n\). Hence, \(\rho = 0.25\). For the true parameter values, we set \((\delta_1, \delta_2)' = (0.4, 1.2)'\), and \(\beta_2 = 2\). We use \(\beta_1\) to control the amount of the sample selection in the model. We set \(\beta_1 = -0.2\) to generate 25% censuring. We consider \((\lambda, \rho) = \{(0.1, 0.1), (0.4, 0.4)\}\) for the autoregressive parameters to allow for weak and moderate dependence in the error processes.

The row normalized \(W\) and \(M\) are based on the interaction scenario described in Liu and Lee, (2010). Both matrices are block diagonal matrices where each block represents the interaction structure of a group. Let the total sample involve \(R\) groups where the \(r\)th group has the groups size \(m_r\). We consider an experiment where \(R\) is set to 30. We allow \(m_r\) to vary across \(R\) groups by randomly assigning a value from the set of integers \(\{10, 11, 12, 13, 14, 15\}\) to each group size. Therefore, the total number of observations \(n\) varies between 300 and 450. The weight matrix \(W_r\) for the \(r\)th group is generated in two steps. First, an integer value \(\tau_{ir}\) is uniformly drawn from the set of integer values \(\{1, 2, 3, 4\}\). Then, if \(\tau_{ir} + 1 \leq m_r\), the \((i + 1)\)th, \((i + 2)\)th elements of the \(i\)th row of \(W_r\) are set to one and the rest of the elements in the \(i\)th row are set to zero. On the other hand, if \(\tau_{ir} + 1 > m_r\), the first \((\tau_{ir} + 1 - m_r)\) entries of the \(i\)th row are set to one and the other elements of the \(i\)th row are set to zero. Then, \(W = M = \text{Diag}(W_1, \ldots, W_R)\).

The hyper-parameter values and the initial parameter values we used in the simulation are stated in Table 1. These values are close to those used in Imai and van Dyk, (2005) in a simulation for a multinomial probit model. In Algorithms 2 and 3, we set \(\tau = 0.7\), which generates a relatively diffuse prior for the correlation coefficient between \(\varepsilon_{1i}\) and \(\varepsilon_{2i}\). Finally, we run each MCMC algorithm for 60000 iterations. The first 10000 draws are discarded as a burn in period.

4.1 Simulation Results

The simulation results are presented in Tables 2-3, and Figures 1-4. We compare point estimates to gauge statistical inference implied by each algorithm in Tables 2 and 3. We provide (i) the mean of sampled draws, i.e., the estimated posterior means, (ii) the standard deviations of sampled draws (Std.dev.) and (iii) some other convergence diagnostics. The convergence diagnostics include, the Gelman-Rubin (GR) statistic, the first three lag-correlations in sampled draws (denoted by AC(1),

---

16 Pace et al., 2012 show that the explanatory variables used in applied studies exhibit spatial dependence. As shown in Pace et al., 2012, the spatial dependence among regressors can also effect the performance of the likelihood-based estimators. It will be interesting to see the effect of spatial dependence among regressors on the Bayesian estimator. This issue is raised by a referee and can be explored in future studies.
17 The implied prior density of \(\sigma\) for different values of \(\tau\) is illustrated in the web appendix. A roughly uniform prior for \(\sigma\) can be induced when \(\tau \in [0.6, 0.7]\).
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>Std.dev.</th>
<th>GR</th>
<th>AC(1)</th>
<th>AC(2)</th>
<th>AC(3)</th>
<th>IF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.0836</td>
<td>0.1586</td>
<td>1.0000</td>
<td>0.9320</td>
<td>0.8684</td>
<td>0.8095</td>
<td>26.4242</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.1407</td>
<td>0.0761</td>
<td>1.0000</td>
<td>0.6840</td>
<td>0.4657</td>
<td>0.3181</td>
<td>5.2606</td>
</tr>
<tr>
<td>$\sigma_{\tau_2}^2$</td>
<td>-0.0006</td>
<td>0.0923</td>
<td>1.0000</td>
<td>0.4730</td>
<td>0.2808</td>
<td>0.1680</td>
<td>3.2418</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>1.2653</td>
<td>0.1084</td>
<td>1.0000</td>
<td>0.2538</td>
<td>0.0710</td>
<td>0.0149</td>
<td>1.6795</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>0.5266</td>
<td>0.0841</td>
<td>1.0000</td>
<td>0.3530</td>
<td>0.2005</td>
<td>0.1231</td>
<td>2.5820</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>1.2549</td>
<td>0.0685</td>
<td>1.0000</td>
<td>0.2609</td>
<td>0.0652</td>
<td>0.0239</td>
<td>1.6998</td>
</tr>
<tr>
<td>Algorithm 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.0840</td>
<td>0.1603</td>
<td>1.0003</td>
<td>0.9364</td>
<td>0.8770</td>
<td>0.8218</td>
<td>27.0106</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.1459</td>
<td>0.0659</td>
<td>1.0000</td>
<td>0.6888</td>
<td>0.4707</td>
<td>0.3192</td>
<td>5.0805</td>
</tr>
<tr>
<td>$\sigma_{\tau_2}^2$</td>
<td>0.0030</td>
<td>0.0822</td>
<td>1.0000</td>
<td>0.4763</td>
<td>0.2836</td>
<td>0.1720</td>
<td>3.2778</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>1.4563</td>
<td>0.2800</td>
<td>1.0000</td>
<td>0.2538</td>
<td>0.0710</td>
<td>0.0149</td>
<td>1.6795</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>0.5257</td>
<td>0.0704</td>
<td>1.0000</td>
<td>0.3557</td>
<td>0.2075</td>
<td>0.1192</td>
<td>2.5831</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>1.2556</td>
<td>0.0571</td>
<td>1.0000</td>
<td>0.2659</td>
<td>0.0698</td>
<td>0.0257</td>
<td>1.7243</td>
</tr>
<tr>
<td>Algorithm 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.0856</td>
<td>0.1565</td>
<td>1.0002</td>
<td>0.9547</td>
<td>0.9125</td>
<td>0.8724</td>
<td>70.3474</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.1460</td>
<td>0.0647</td>
<td>1.0001</td>
<td>0.7127</td>
<td>0.5080</td>
<td>0.3624</td>
<td>5.8613</td>
</tr>
<tr>
<td>$\sigma_{\tau_2}^2$</td>
<td>0.0038</td>
<td>0.0816</td>
<td>1.0000</td>
<td>0.4763</td>
<td>0.2836</td>
<td>0.1720</td>
<td>3.2778</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>1.8563</td>
<td>0.2800</td>
<td>1.0001</td>
<td>0.2538</td>
<td>0.0710</td>
<td>0.0149</td>
<td>1.6795</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>0.5248</td>
<td>0.0703</td>
<td>1.0000</td>
<td>0.3557</td>
<td>0.2075</td>
<td>0.1192</td>
<td>2.5831</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>1.2500</td>
<td>0.0571</td>
<td>1.0000</td>
<td>0.2659</td>
<td>0.0698</td>
<td>0.0257</td>
<td>1.7243</td>
</tr>
<tr>
<td>Algorithm 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.0819</td>
<td>0.1566</td>
<td>1.0008</td>
<td>0.9617</td>
<td>0.9251</td>
<td>0.8900</td>
<td>51.7106</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.1407</td>
<td>0.0760</td>
<td>1.0000</td>
<td>0.6945</td>
<td>0.4835</td>
<td>0.3391</td>
<td>5.4550</td>
</tr>
<tr>
<td>$\sigma_{\tau_2}^2$</td>
<td>0.0030</td>
<td>0.0822</td>
<td>1.0000</td>
<td>0.4763</td>
<td>0.2836</td>
<td>0.1720</td>
<td>3.2778</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>1.8545</td>
<td>0.2800</td>
<td>1.0000</td>
<td>0.2538</td>
<td>0.0710</td>
<td>0.0149</td>
<td>1.6795</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>0.5262</td>
<td>0.0833</td>
<td>1.0000</td>
<td>0.3520</td>
<td>0.2032</td>
<td>0.1211</td>
<td>2.5676</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>1.2548</td>
<td>0.0681</td>
<td>1.0000</td>
<td>0.2657</td>
<td>0.0750</td>
<td>0.0209</td>
<td>1.7232</td>
</tr>
<tr>
<td>Algorithm 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.2804</td>
<td>0.1427</td>
<td>1.0002</td>
<td>0.9029</td>
<td>0.8132</td>
<td>0.7333</td>
<td>17.8891</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.1427</td>
<td>0.0825</td>
<td>1.0003</td>
<td>0.7197</td>
<td>0.5149</td>
<td>0.3655</td>
<td>5.7368</td>
</tr>
<tr>
<td>$\sigma_{\tau_2}^2$</td>
<td>0.0091</td>
<td>0.1176</td>
<td>1.0000</td>
<td>0.5323</td>
<td>0.2566</td>
<td>0.1676</td>
<td>2.6462</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>1.5528</td>
<td>1.1383</td>
<td>1.0000</td>
<td>0.7511</td>
<td>0.3920</td>
<td>0.1017</td>
<td>2.5470</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>0.5354</td>
<td>0.1672</td>
<td>1.0000</td>
<td>0.6900</td>
<td>0.4335</td>
<td>0.1940</td>
<td>3.6725</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>1.2826</td>
<td>0.3755</td>
<td>1.0001</td>
<td>0.8096</td>
<td>0.4779</td>
<td>0.1509</td>
<td>2.6257</td>
</tr>
</tbody>
</table>

AC(2), and AC(3)), and the inefficiency factors (IF). The inefficiency factor (or autocorrelation time) is defined as the ratio of the squared numerical standard errors to the variance of the posterior mean based on the hypothetical independent draws (Chib, 2001, p. 3580). An efficient sampler would generate a sequence of sampled draws with a small IF close to 1.

We also provide several graphical summaries of draws in Figures 1 – 4 to compare algorithms in terms of convergence and mixing properties of the corresponding Markov chains. For the sake of brevity, we only provide the figures for Algorithms 1 and 4 for the case of $\{\lambda, \rho\} = \{0.4, 0.4\}$. These figures include the convergence plots (or time series plots), the autocorrelation plots, the lag-one scatter plots, and the Gelman and Rubin, (1992)'s $\sqrt{R}$ statistic. The convergence plots in these figures for a parameter simply show all draws generated by the samplers against iterations. The autocorrelation plots provide a simple visual inspection of the lag-correlation in sampled draws.

\[\text{IF}(\theta) = 1 + 2 \sum_{k=1}^{M-1} (1 - \frac{k}{M}) \rho_k, \] where $M$ is the total number of draws, and $\rho_k$ is the lag $k$ sample autocorrelation.

Figures for other algorithms and the case of $\{\lambda, \rho\} = \{0.1, 0.1\}$ are similar and provided in the web appendix.
Table 3: Posterior summary: $\lambda_0 = 0.4$ and $\rho_0 = 0.4$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>Std.dev.</th>
<th>GR</th>
<th>AC(1)</th>
<th>AC(2)</th>
<th>AC(3)</th>
<th>IF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.4025</td>
<td>0.0993</td>
<td>1.0002</td>
<td>0.8975</td>
<td>0.8068</td>
<td>0.7256</td>
<td>17.8230</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.3147</td>
<td>0.0716</td>
<td>0.6898</td>
<td>0.4727</td>
<td>0.3230</td>
<td>0.1902</td>
<td>5.1795</td>
</tr>
<tr>
<td>$\sigma_{12}$</td>
<td>-0.0086</td>
<td>0.0998</td>
<td>0.5205</td>
<td>0.3271</td>
<td>0.2084</td>
<td>3.7044</td>
<td></td>
</tr>
<tr>
<td>$\sigma_2^2$</td>
<td>1.2991</td>
<td>0.1194</td>
<td>0.3122</td>
<td>0.1072</td>
<td>0.0306</td>
<td>2.8534</td>
<td></td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>1.9199</td>
<td>0.2788</td>
<td>0.6477</td>
<td>0.4286</td>
<td>0.2879</td>
<td>7.7119</td>
<td></td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>0.6006</td>
<td>0.1089</td>
<td>0.3974</td>
<td>0.2420</td>
<td>0.1551</td>
<td>2.9608</td>
<td></td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>1.2609</td>
<td>0.0675</td>
<td>0.2442</td>
<td>0.0618</td>
<td>0.0208</td>
<td>1.6535</td>
<td></td>
</tr>
</tbody>
</table>

| Algorithm 2 |       |          |     |       |       |       |     |
| $\lambda$ | 0.3997 | 0.0991 | 1.0000 | 0.5261 | 0.3267 | 0.2077 | 3.7923 |
| $\rho$    | 0.3271 | 0.0616 | 0.3921 | 0.2420 | 0.1551 | 2.9608 |       |
| $\sigma_{12}$ | -0.0078 | 0.0879 | 0.4444 | 0.3168 | 0.2077 | 3.7923 |       |
| $\sigma_2^2$ | 0.6880 | 0.0724 | 0.2140 | 0.0509 | 0.0073 | 1.0000 |       |
| $\beta_1$ | 1.9184 | 0.2793 | 0.6426 | 0.2879 | 0.2817 | 4.8156 |       |
| $\delta_1$ | 0.6020 | 0.0910 | 0.4019 | 0.2476 | 0.1534 | 2.9784 |       |
| $\delta_2$ | 1.2621 | 0.0557 | 0.2464 | 0.0603 | 0.0188 | 1.6511 |       |

| Algorithm 3 |       |          |     |       |       |       |     |
| $\lambda$ | 0.3976 | 0.0980 | 1.0002 | 0.9368 | 0.8782 | 0.8246 | 44.8648 |
| $\rho$    | 0.3280 | 0.0631 | 0.6722 | 0.4522 | 0.3052 | 4.9678 |       |
| $\sigma_{12}$ | -0.0063 | 0.0876 | 0.5262 | 0.3336 | 0.2127 | 3.7699 |       |
| $\sigma_2^2$ | 0.8680 | 0.0724 | 0.2140 | 0.0509 | 0.0073 | 1.0000 |       |
| $\beta_1$ | 1.9301 | 0.2789 | 0.6400 | 0.4189 | 0.2817 | 4.7345 |       |
| $\delta_1$ | 0.6008 | 0.0913 | 0.4013 | 0.2469 | 0.1534 | 3.0066 |       |
| $\delta_2$ | 1.2625 | 0.0502 | 0.2435 | 0.0640 | 0.0252 | 1.6613 |       |

| Algorithm 4 |       |          |     |       |       |       |     |
| $\lambda$ | 0.3986 | 0.0998 | 1.0000 | 0.8787 | 0.7731 | 0.6815 | 14.7438 |
| $\rho$    | 0.3280 | 0.0631 | 0.6722 | 0.4522 | 0.3052 | 4.9678 |       |
| $\sigma_{12}$ | -0.0052 | 0.0876 | 0.5262 | 0.3336 | 0.2127 | 3.7699 |       |
| $\sigma_2^2$ | 0.8680 | 0.0724 | 0.2140 | 0.0509 | 0.0073 | 1.0000 |       |
| $\beta_1$ | 1.9301 | 0.2789 | 0.6400 | 0.4189 | 0.2817 | 4.7345 |       |
| $\delta_1$ | 0.6008 | 0.0913 | 0.4013 | 0.2469 | 0.1534 | 3.0066 |       |
| $\delta_2$ | 1.2608 | 0.0502 | 0.2435 | 0.0640 | 0.0252 | 1.6613 |       |

| Algorithm 5 |       |          |     |       |       |       |     |
| $\lambda$ | 0.4355 | 0.0968 | 1.0001 | 0.8525 | 0.7247 | 0.6160 | 11.5732 |
| $\rho$    | 0.3024 | 0.0801 | 0.6910 | 0.4745 | 0.3215 | 2.7176 |       |
| $\sigma_{12}$ | -0.0013 | 0.1300 | 0.5915 | 0.3172 | 0.1106 | 3.0104 |       |
| $\sigma_2^2$ | 1.5484 | 1.1086 | 0.7708 | 0.4316 | 0.1425 | 2.6178 |       |
| $\beta_1$ | 1.8995 | 0.3649 | 0.6445 | 0.2926 | 0.0306 | 2.9356 |       |
| $\delta_1$ | 0.6024 | 0.1895 | 0.6838 | 0.4593 | 0.2437 | 3.8644 |       |
| $\delta_2$ | 1.2664 | 0.3744 | 0.8170 | 0.5018 | 0.1827 | 2.5420 |       |

and can be used to assess the mixing properties of the sampler. Low autocorrelation in sampled draws means that the sampler is expected to converge to the posterior distribution more quickly. Hence, slowly decaying autocorrelations in these figures indicate inefficiencies for a sampler. The $\sqrt{R}$ statistic is defined as the ratio of the between-chain variance and the within-chain variance; and values close to one indicate acceptable mixing.

We provide the salient features of our results in the following list.

1. The results in Tables 2 and 3 indicate that the estimated posterior means of autoregressive parameters are close to true parameter values, except in the case of Algorithm 5 for $\lambda$. These results become visually available through the convergence plots provided in Figures 1 – 4. The sampled draws generated for $\rho$ are slightly off-centered from the true parameter value.

2. The Bayesian point estimates for $\sigma_{12}$ are far away from the true value in all algorithms. As can be seen from the convergence plots provided in Figures 1 – 4, this parameter is underestimated in all algorithms. The samplers in Algorithms 2 and 3 produce similar estimates, in particular,
Figure 1: Algorithm 1

Figure 2: Algorithm 1
Figure 3: Algorithm 4

Figure 4: Algorithm 4
the estimates for $\xi^2$ deviate substantially from the true value. Algorithms 1 and 4 report estimates of $\sigma^2_2$ that are close to the true value, while Algorithm 5 does not.

3. Although all algorithms report estimates for $\beta_1$ and $\delta_2$ that are close to the true values, there is some deviations in the case of $\beta_2$ and $\delta_1$. Overall, the deviation between estimated posterior means and the true values is relatively smaller in Table 2 and the Bayesian estimator based on Algorithms 1 and 4 performs relatively better in both tables.

4. To give an overall picture on the deviation between the estimated posterior means and the true parameter values, we calculate average deviations over all parameters from Tables 2 and 3. In Table 2, the average absolute deviation is (i) 0.1056 from Algorithm 1, (ii) 0.1264 from Algorithm 2, (iii) 0.1268 from Algorithm 3, (iv) 0.1023 from Algorithm 4, and (v) 0.1752 from Algorithm 5. In Table 3, we have the average absolute bias of (i) 0.1110 from Algorithm 1, (ii) 0.1266 from Algorithm 2, (iii) 0.1264 from Algorithm 3, (iv) 0.1078 from Algorithm 4, and (v) 0.1495 from Algorithm 5. Hence, Algorithms 1 and 4 performs relatively better in both tables.

5. The standard deviations reported in both tables are close to each other for the first four algorithms. The standard deviations reported for Algorithm 5 are slightly larger, especially in the case of $\sigma^2_2$.

6. The reported Gelman-Rubin (GR) statistic, the IF statistics, the autocorrelation plots, the lag-one scatter plots and the $\sqrt{R}$ statistics can be used to assess the mixing properties of samplers. The Gelman-Rubin statistics in Tables 2 and 3 suggest that the Markov chains are mixing well. The $\sqrt{R}$ statistics in Figures 1–4 stabilize near one quickly. The inefficiency factor (IF) statistics are very similar across algorithms except for the case of $\lambda$. In particular, the autocorrelation plots and lag-one scatter plots for $\lambda$ in Figures 1–4 indicate that the autocorrelation among draws decays slowly, leading to large values of IF in all algorithms. Overall our results indicate that there is no substantial differences among algorithms in terms of mixing properties.

5 Empirical Illustration

For the empirical illustration, we use the application in the area of natural resource economics considered in Flores-Lagunes and Schnier, (2012). In this application, the authors model the spatial production within a fishery with a spatial sample selection model. The data set is collected from the Pacific cod fishery, located in the Eastern Bering Sea of Alaska. Among the groundfish fisheries of Alaska, the Pacific cod fishery is the second largest one with landings valued at more than 185 million dollars in 2012. For production purposes, the fishery is divided into 90 spatially different locations. The catch per unit effort (CPUE) which is measured as the metric tons of fish caught during the year 1997 in a fishing fleet is used to analyze the productivity and efficiency

\footnote{Note that the use of the deviations between the posterior mean estimates and the true parameter values does not necessarily measure the performance of our suggested algorithms. Instead, here, they serve as indicators for our algorithms under the given prior specifications within the context of our spatial sample selection model. For more details on the principle of unbiasedness in the Bayesian framework, see Gelman et al., (2003, pg. 248). In addition, our comparison of these algorithms in terms of mixing properties should be considered under the given prior definitions. It is also possible that the priors specified in these algorithms may not lead to the same marginal posteriors for the common parameters even though they are specified to be reasonably diffuse. In that case, the performance of these algorithms require further investigation, which is an issue beyond the scope of this study. We thank one referee for raising these issues, which is a limitation of our study.}
within the fishery. A fishing fleet consists of vessels grouped according to the size of the vessel, gear utilized, and type of vessel (catcher-processor vs. catcher-vessel). Due to the confidentiality reasons, the CPUE of a fishing fleet that has less than four vessels in a location is not reported in this data set. In other words, the CPUE is observed only for those locations where four or more vessels with similar characteristics fish within that region. Since the CPUE at a certain region is likely to be an increasing function of unobserved variables that cause four or more vessels to fish at that region, a valid inference on the entire population of fishing regions should account for this selection problem. The data set contains 320 observations with a sample selection rate of 35%. Moreover, because a negative shock that affects the fish population in a certain location would affect the production of all vessels in other locations by displacing fishing effort into more efficient surrounding locations, the disturbance terms are likely to be spatially correlated. Therefore, a valid model of fishing productions must account for the selection problem and the spatially correlated disturbances simultaneously.

For the outcome equation, the dependent variable is the logarithm of CPUE and the explanatory variable \( X_2 \) contains (i) the log-transformed bathymetric measurements corresponding to the maximum and minimum depth within the locations, (ii) the stock assessment data of locations received from annual biomass trawl survey, and (iii) the indicator variables for the vessel types: catcher-vessel (CV), hook-and-line gear (HAL), non-pelagic trawl gear (NPT), and vessel at least 125 feet long (Large). For the selection equation, \( X_1 \) contains \( X_2 \) and 1-year lagged stock assessment data received from the annual biomass trawl survey. The lower fish stock in a location in the previous year affects the number of vessels that will fish in that location in the upcoming year. Therefore, the time lag of the total biomass of a location will be a relevant variable for the selection equation. On the other hand, Flores-Lagunes and Schnier, (2012) assume that the time lag of the total biomass of a location may not affect the amount of hauls that will be conducted in the next year in the same location and hence, it is excluded from the outcome equation. Note that this exclusion restriction may not hold, that is, the time lag of the total biomass of a location may also be a relevant variable for the outcome equation. For example, it is possible that the lower biomass in a location can be improved by some favorable environmental factors in the upcoming years. If fishers are aware of this fact, then they will conduct a large amount of hauls in the same location in the upcoming years, hence the time lag of the total biomass of a location will be a relevant variable for the outcome equation.  

The specification for the weight matrices is distance based with a band. Let \( N_i \) be the set of observations in location \( i \), where \( i = 1, \ldots, 90 \). Also, let \( d_{ij} \) denote the Euclidean distance between locations \( i \) and \( j \). Then, the \((i,j)\)th element of \( W \) and \( M \) is equal to \( 1/d_{ij}^2 \) if \( j \notin N_i \) and zero otherwise. To control the number of neighbors in a location, a band of 7 is used. For example, an observation in location \( i \) can have at most 6 neighbors in location \( j \). Finally, both weight matrices are row normalized.

Estimation results from Algorithm 3 is presented in Table 4. The tables include (i) the mean of sampled draws, (ii) the median of sampled draws, (iii) the standard deviation of sampled draws (sdv.), (iv) the 95% highest posterior density (HPD) intervals, (v) the numerical standard errors.

---


22 Recall that it is not necessary to have an exclusion restriction for identification in our methodology. To investigate the effect of the exclusion restriction assumed by Flores-Lagunes and Schnier, (2012) on the parameter estimates, we also estimate the model without the exclusion restriction. The results in Table 4 in Section H of the web appendix indicate that there are not any significant changes in the results in terms of sign, magnitude and statistical significance. Therefore, we did not pursue this issue further.

23 The results for the other algorithms are similar and left to the web appendix.
Table 4: Posterior Summary

<table>
<thead>
<tr>
<th>Parameter</th>
<th>mean</th>
<th>median</th>
<th>sdv.</th>
<th>95% HPD</th>
<th>nse</th>
<th>M*</th>
<th>CD</th>
<th>IF</th>
<th>AC(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Selection equation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>constant</td>
<td>-1.3116</td>
<td>-1.2797</td>
<td>0.9668</td>
<td>[-1.3354,-1.2260]</td>
<td>0.0079</td>
<td>14988.4887</td>
<td>-1.6385</td>
<td>3.3359</td>
<td>0.4103</td>
</tr>
<tr>
<td>Max. depth</td>
<td>0.3479</td>
<td>0.3468</td>
<td>0.1142</td>
<td>[0.3395,0.3538]</td>
<td>0.0010</td>
<td>13260.1456</td>
<td>0.9336</td>
<td>3.7707</td>
<td>0.5576</td>
</tr>
<tr>
<td>Min. depth</td>
<td>-0.1012</td>
<td>-0.1007</td>
<td>0.0720</td>
<td>[-0.1053,-0.0965]</td>
<td>0.0006</td>
<td>13843.2979</td>
<td>0.9260</td>
<td>3.6119</td>
<td>0.5784</td>
</tr>
<tr>
<td>Biomass</td>
<td>0.0671</td>
<td>0.0668</td>
<td>0.0189</td>
<td>[0.0618,0.0721]</td>
<td>0.0007</td>
<td>13700.5567</td>
<td>0.5354</td>
<td>3.6495</td>
<td>0.5753</td>
</tr>
<tr>
<td>Dum CV</td>
<td>-0.9748</td>
<td>-0.9743</td>
<td>0.1142</td>
<td>[-0.9866,-0.9619]</td>
<td>0.0010</td>
<td>16680.7041</td>
<td>-1.1661</td>
<td>2.9975</td>
<td>0.4734</td>
</tr>
<tr>
<td>Dum HAL</td>
<td>0.9582</td>
<td>0.9577</td>
<td>0.2366</td>
<td>[0.9434,0.9723]</td>
<td>0.0019</td>
<td>18393.1317</td>
<td>0.7652</td>
<td>2.7184</td>
<td>0.5017</td>
</tr>
<tr>
<td>Dum NPT</td>
<td>0.2703</td>
<td>0.2688</td>
<td>0.2831</td>
<td>[0.2518,0.2861]</td>
<td>0.0021</td>
<td>18393.1317</td>
<td>0.7652</td>
<td>2.7184</td>
<td>0.5017</td>
</tr>
<tr>
<td>Dum Large</td>
<td>-0.1454</td>
<td>-0.1446</td>
<td>0.1837</td>
<td>[-0.1561,-0.1331]</td>
<td>0.0014</td>
<td>16673.2626</td>
<td>-0.1435</td>
<td>2.9988</td>
<td>0.5171</td>
</tr>
<tr>
<td>Lag biomass</td>
<td>0.0671</td>
<td>0.0668</td>
<td>0.0819</td>
<td>[0.0618,0.0721]</td>
<td>0.0007</td>
<td>13700.5567</td>
<td>0.5354</td>
<td>3.6495</td>
<td>0.5753</td>
</tr>
<tr>
<td>λ</td>
<td>0.7724</td>
<td>0.7871</td>
<td>0.1111</td>
<td>[0.7803,0.7937]</td>
<td>0.0015</td>
<td>5706.4515</td>
<td>1.5449</td>
<td>8.7620</td>
<td>0.7867</td>
</tr>
<tr>
<td><strong>Outcome equation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>constant</td>
<td>7.4684</td>
<td>7.4748</td>
<td>0.6771</td>
<td>[7.4358,7.5170]</td>
<td>0.0056</td>
<td>14697.7320</td>
<td>0.4096</td>
<td>3.4019</td>
<td>0.4417</td>
</tr>
<tr>
<td>Max. depth</td>
<td>0.0720</td>
<td>0.0716</td>
<td>0.0976</td>
<td>[0.0655,0.0776]</td>
<td>0.0007</td>
<td>18266.9821</td>
<td>-0.6309</td>
<td>2.7372</td>
<td>0.3936</td>
</tr>
<tr>
<td>Min. depth</td>
<td>0.0439</td>
<td>0.0442</td>
<td>0.0666</td>
<td>[0.0400,0.0484]</td>
<td>0.0005</td>
<td>21144.6629</td>
<td>0.9436</td>
<td>2.3647</td>
<td>0.3821</td>
</tr>
<tr>
<td>Biomass</td>
<td>0.1881</td>
<td>0.1882</td>
<td>0.0698</td>
<td>[0.1837,0.1926]</td>
<td>0.0005</td>
<td>23300.8059</td>
<td>0.4367</td>
<td>3.2647</td>
<td>0.3821</td>
</tr>
<tr>
<td>Dum CV</td>
<td>1.2611</td>
<td>1.2639</td>
<td>0.2957</td>
<td>[1.2454,1.2820]</td>
<td>0.0034</td>
<td>7750.0968</td>
<td>6.4515</td>
<td>0.7041</td>
<td>0.7041</td>
</tr>
<tr>
<td>Dum HAL</td>
<td>0.0726</td>
<td>0.0744</td>
<td>0.2836</td>
<td>[0.0568,0.0913]</td>
<td>0.0028</td>
<td>10138.8031</td>
<td>-0.3507</td>
<td>4.9315</td>
<td>0.6256</td>
</tr>
<tr>
<td>Dum NPT</td>
<td>-0.5976</td>
<td>-0.5968</td>
<td>0.3114</td>
<td>[-0.6161,-0.5770]</td>
<td>0.0025</td>
<td>15099.9288</td>
<td>0.2719</td>
<td>3.3113</td>
<td>0.5084</td>
</tr>
<tr>
<td>Dum Large</td>
<td>0.5983</td>
<td>0.5998</td>
<td>0.1652</td>
<td>[0.5897,0.6097]</td>
<td>0.0010</td>
<td>25722.3042</td>
<td>-0.4191</td>
<td>1.9438</td>
<td>0.3174</td>
</tr>
<tr>
<td>ρ</td>
<td>0.3502</td>
<td>0.3648</td>
<td>0.2333</td>
<td>[0.3505,0.3806]</td>
<td>0.0025</td>
<td>50000.0000</td>
<td>1.1637</td>
<td>5.9166</td>
<td>0.7201</td>
</tr>
<tr>
<td>σ₁²</td>
<td>0.0183</td>
<td>0.0171</td>
<td>0.0251</td>
<td>[0.0091,0.0251]</td>
<td>0.0016</td>
<td>6877.1023</td>
<td>0.7201</td>
<td>0.7201</td>
<td>0.7201</td>
</tr>
<tr>
<td>ξ²</td>
<td>1.1313</td>
<td>1.1261</td>
<td>0.1327</td>
<td>[1.1183,1.1339]</td>
<td>0.0006</td>
<td>50000.0000</td>
<td>-1.0730</td>
<td>1.0000</td>
<td>-0.4378</td>
</tr>
</tbody>
</table>

(nse), (vi) the i.i.d equivalent number of iterations (M*), (vii) the Geweke, (1992)'s CD score, (viii) the inefficiency factor (IF), (ix) the first lag-correlations in sampled draws (AC(1)).

The numerical standard errors (nse) capture simulation noise surrounding posterior mean of each parameter and can be made arbitrarily small by choosing a sufficiently large number of iterations. Let \( \{ \theta_1, \theta_2, \ldots, \theta_M \} \) be a sequence of draws generated for parameter \( \theta \). Consider the mean \( \bar{\theta} = \frac{1}{M} \sum_{i=1}^{M} \theta_i \). Then, the nse of \( \bar{\theta} \) is calculated as (Koop et al., 2007, p. 145):

\[
nse(\bar{\theta}) = \sqrt{\frac{S^2}{M} \left( 1 + 2 \sum_{k=1}^{M-1} \left( 1 - k/M \right) \rho_k \right)},
\]

where \( S^2 \) is the sample variance of the sequence of draws and \( \rho_k \) is the lag \( k \) sample autocorrelation. As can be seen in Table 4, the numerical standard errors are very close to zero.

The i.i.d equivalent number of iterations (M*) is another diagnostic tool to assess the efficiency of the sampler and it is calculated from the IF. It is simply given by \( M^* = M/IF \). Hence, a very small \( M^* \) (a very large IF) is an indicative of an inefficient sampler. The results in Table 4 report large IF values and hence smaller M* values for the autoregressive parameters as they have large AC(1) values.

Finally, the Geweke, (1992)'s CD score is a test statistic to determine if the chain of a parameter converges to the target posterior distribution. Let \( M_1 = 0.1M \) and \( M_2 = 0.6M \). Let \( \bar{\theta}_1 \) be the mean of the segment \( \{ \theta_1, \theta_2, \ldots, \theta_{M_1} \} \), and \( \bar{\theta}_2 \) be the mean of the last segment \( \{ \theta_{M_2+1}, \theta_2, \ldots, \theta_M \} \). Then, the CD score is given by \( CD = (\bar{\theta}_1 - \bar{\theta}_2) / \sqrt{\text{nse}(\bar{\theta}_1)^2 - \text{nse}(\bar{\theta}_2)^2} \). Under the null hypothesis that the whole sequence of \( \{ \theta_1, \theta_2, \ldots, \theta_M \} \) contains random draws from the target posterior distribution, the CD score converges in distribution to \( N(0,1) \). Hence, a CD test statistic that is larger than 1.96 in absolute value indicates that the sequence of draws may not have converged to the target posterior distribution. The CD scores in Table 4 indicate that the sequence of draws converged to the target posterior distribution for all parameters.
For an easy comparison of the point estimates from all algorithms, we provide the estimates of the posterior means in Figure 5. This figure also includes the estimates reported in Flores-Lagunes and Schnier, (2012) based on a GMME (denoted by Spcheck). Figure 5(a) indicates that all algorithms report very similar estimates for the selection equation, and they are also very similar to those obtained from the Spcheck estimator of Flores-Lagunes and Schnier, (2012) except for the spatial autoregressive parameter, $\lambda$. Our simulation results in Tables 2–3 indicate that the Bayesian estimator in all algorithms reports estimates of $\lambda$ that are close to the true value, except in the case of Algorithm 5. Therefore, the estimates reported by our Bayesian estimator can be close to the true parameter value in this application. The Spheck estimator only provides statistically significant estimates for Max. depth, Min. depth, Dum CV and Dum HAL, while all estimates provided by our Bayesian estimator are significant as indicated by the 95% HPD intervals in Table 4. Our Bayesian estimator provides relatively more precise estimates, since it accounts for the full covariance structure implied by the spatial correlation.

The estimates for the outcome equation are displayed in Figure 5(b). Although estimates obtained from Algorithms 1–4 are in agreement, those from Algorithm 5 are slightly different in the case of Dum CV, Dum HAL, and the spatial autoregressive parameter $\rho$. The estimates reported by the Spheck estimator do not agree with our estimates in terms of magnitude for the case of Min. depth, Dum CV, Dum NPT, and especially for $\rho$, but they are in agreement in terms of signs except for the case of Min. depth. To see the effect of the selection problem on the estimate of autoregressive parameter, we consider the estimates from the following spatial error model that does not account for the selection problem: $Y_{2i} = X_{2i}'\delta + \rho \sum_{j=1}^{n} M_{ij}U_{2j} + \varepsilon_{2i}$. Flores-Lagunes and Schnier, (2012) estimate this model by the GMME of Kelejian and Prucha, (1998), which is denoted by KP-SAE in their Table VIII. The Spheck estimator yields an estimate for $\rho$ (close to 0.92) that is not so different in magnitude than the estimate of the KP-SAE estimator (close to 0.91) that only controls for the spatial correlations. Indeed, these estimates are close to the boundary of the parameter space for the spatial autoregressive parameter. As seen from Figure 5(b), our Bayesian estimator, on the other hand, yields estimates for the spatial autoregressive parameter that are much smaller in magnitude. Our simulation results in Tables 2–3 indicate that the Bayesian estimator corresponding to Algorithms 1–4 reports estimates of $\rho$ that are close to the true parameter value, and therefore the true value of $\rho$ for this application is more likely to be around 0.4.

For the effect of spatial dependence on the parameter estimates, Flores-Lagunes and Schnier, (2012) show that the Spheck and the Heckit estimators largely agree in the magnitude of the estimates in most coefficients, although not in their statistical significance. The Spheck estimator provides insignificant estimates for Min. depth, Dum CV, Dum HAL, and Dum NPT, while all estimates are insignificant in the case of Heckit. Note that the Heckit estimator is inconsistent in the presence of spatial dependence. On the other hand, the 95% HPD intervals reported in Table 4 indicate that all estimates are significant. We think that the differences in the set of inference provided by the Spheck and our Bayesian estimators are due to the fact that our Bayesian estimator accounts for the full spatial correlation structure, whereas the Spheck estimator partially accounts for the spatial correlation.

6 Conclusion

In this study, we considered various Gibbs samplers for a sample selection model that accommodates spatial correlations in the disturbance terms of selection and outcome equations. To the best of our knowledge, this study is the first extensive study to illustrate the implementation of these Gibbs
The natural parameterization of our model involved an unidentified parameter, i.e., \( \sigma_1^2 \). The unidentified parameter was handled in different ways in these algorithms to circumvent the computational problems. In the first algorithm, the identification constraint of \( \sigma_1^2 = 1 \) was directly imposed on the posterior distribution of covariance matrix of the model. In the second and third algorithms, the covariance matrix was re-parameterized in such a way that the resulting posterior distributions are not subject to the identification constraint. In the fourth and fifth algorithms, the marginal data augmentation (or the parameter expansion) method was used to handle the unidentified parameter in the posterior analysis.

Our simulation results demonstrated that for the autoregressive parameter of selection equation the Bayesian estimator reports point estimates that are close to the true parameter value in all algorithms. The results for the spatial autoregressive parameter of the outcome equation showed that the Bayesian estimates are very close to the true parameter values in Algorithms 1–4. As for the parameter of exogenous variables in the selection and outcome equations, the Bayesian estimator in Algorithms 1 and 4 performs relatively better in terms of deviations between point
estimates and the true parameter values. Finally, our results indicated that all algorithms have similar mixing properties.


