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Abstract

This paper develops methods for estimating and forecasting in Bayesian panel vector autoregressions of large dimensions with time-varying parameters and stochastic volatility. We exploit a hierarchical prior that takes into account possible pooling restrictions involving both VAR coefficients and the error covariance matrix, and propose a Bayesian dynamic learning procedure that controls for various sources of model uncertainty. We tackle computational concerns by means of a simulation-free algorithm that relies on an analytical approximation of the posterior distribution. We use our methods to forecast inflation rates in the eurozone and show that forecasts from our flexible specification are superior to alternative methods for large vector autoregressions.
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1 Introduction

As the economies of the world become increasingly linked through trade and financial flows, the need for multi-country econometric modelling has increased. Panel Vector Autoregressions (PVARs), which jointly model many macroeconomic variables in many countries, are becoming a popular way of fulfilling this need. We use the general term PVAR for models where the dependent variables for all countries are modelled jointly in a single VAR and, thus, the VAR for each individual country is augmented with lagged dependent variables from other countries. In this paper, we develop econometric methods for PVARs of possibly large dimensions using a hierarchical prior which can help overcome the concerns about over-parameterization that arise in these models. The novelties of our approach are that i) we tackle in one integrated setting all concerns pertaining to out-of-sample forecasting, such as controlling for over-fitting and dealing with model uncertainty; ii) we allow for empirically relevant extensions that account for structural breaks and changing volatilities; and iii) we do so in a computationally efficient way, building on previous work by Koop and Korobilis (2013) for single-country VARs.

To explain the significance of the econometric contributions of this paper, we note a major characteristic of the existing literature on multi-country VAR models lies in the need to appropriately model linkages between countries. This literature includes Bayesian multi-country VARs (Canova and Ciccarelli, 2009; Koop and Korobilis, 2016), Global VARs (Dees, di Mauro, Pesaran and Smith, 2007; Feldkircher and Huber, 2016), multi-country factor models (Kose, Otrok and Whiteman, 2003), and spatial VARs (Chudik and Pesaran, 2011). The common ground of all these modelling approaches is the need to account for the panel structure in the data, and explicitly model interdependencies and commonalities in the units (countries or individuals). This is an important consideration as the dimension of panel VARs tends to grow rapidly: the case with only five variables for 10 countries results in a model with 50 endogenous variables and thousands of parameters. Therefore, any panel-specific restrictions one can impose, such as clustering/pooling coefficients across units, could help identify parsimonious models that are useful in forecasting or structural inference. Alternative solutions to the overparametrization problem are offered in the literature on large (single-country) VARs – such as those estimated by Bańbura, Giannone and Reichlin (2010) and Koop
and Korobilis (2013), that incorporate shrinkage estimators and efficient computational algorithms. However, large VAR methods typically rely on shrinkage priors that ignore the panel structure in the data and this loss of useful information might have adverse effects in forecasting.

Consequently, our motivation and first econometric contribution is to develop efficient methods for VARs of large dimensions that feature panel-specific restrictions as well as time-varying parameters and stochastic volatility, and fill this particular gap in the VAR literature. Our starting point is the seminal contribution of Canova and Ciccarelli (2009) who introduce a hierarchical shrinkage prior for multi-country VARs with time-varying parameters and develop Markov chain Monte Carlo (MCMC) simulation methods to tackle estimation. We extend their methods to account for stochastic volatility in the panel VAR error covariance matrix. We also propose a model formulation that allows us to introduce their hierarchical shrinkage prior to the time-varying error covariance matrix. Both these extensions are empirically relevant. There is ample evidence that volatility in empirical macroeconomic models is extremely important for forecasting (see, among many others, Clark and Ravazzolo, 2015 and Diebold, Schorfheide and Shin, 2017), in which case it is imperative to relax the assumption of homoskedasticity used by Canova and Ciccarelli (2009). However, given that time-varying covariance matrices are non-parsimonious, some form of shrinkage is also needed for these parameters. Off-diagonal elements of the error covariance matrix of a panel VAR represent static/contemporaneous interdependencies among countries. This motivates our use the same pooling prior on these error covariance parameters that Canova and Ciccarelli (2009) only use for the VAR coefficients. Finally, we adapt

---

1In particular, popular applications of large VARs rely on the Minnesota prior (Doan, Litterman and Sims, 1984) that places weak prior shrinkage on the intercepts and own autoregressive dynamics of each variable, but heavily shrinks cross-terms and more distant lags. In the case of panel VARs right-hand side lags include own lags of each variable of a given country, but also i) lags of the same variable of other countries; ii) lags of other variables of the same country; and iii) lags of other variables of other countries. The Minnesota prior would simply place equal prior weight on these three categories of right-hand side variables, which would result in discarding useful information about interdependencies and homogeneities among countries. Similar arguments would hold for any shrinkage prior or penalized estimator that is not developed specifically for panel VARs, such as the popular lasso of Tibshirani (1996).

2As we explain later in this paper, this hierarchical prior pools certain VAR coefficients by country or by variable, and results in a lower-dimensional VAR which greatly reduces the computational burden. However, the use of simulation methods means that the authors consider only structural analysis (not much more computationally-intensive recursive forecasting) using 27-variable PVARs.
the scalable state-space estimator of Koop and Korobilis (2013) to this time-varying parameter panel VAR setting. This estimator is simulation-free and, in combination with the pooling-shrinkage prior of Canova and Ciccarelli (2009), it allows estimation and forecasting with models with possibly hundreds of endogenous variables.

A second econometric contribution lies in the treatment of model uncertainty. We consider various sources of uncertainty that pertain to panel VARs with time-varying parameters, and we use a Bayesian dynamic learning prior that allows to learn interesting model features from the data. Given our interest in forecasting, we use posterior predictive likelihoods (an out-of-sample measure) to inform a number of decisions about optimal model structure. The Bayesian learning procedure we use is dynamic, meaning that at each point in time a different model structure might hold. For example, one consideration is whether to shrink using a pooling prior, or whether it is better for forecasting to reduce the model to a more parsimonious country-specific structure where within-country effects are the only drivers of fluctuations in the macroeconomic variables and between-country spillover effects are zero. Our procedure allows for the choice between these two structures. A second consideration is how much time-variation in parameters is optimal for forecasting. As mentioned previously, there is a great deal of evidence that stochastic volatility is extremely important for forecasting, but there is mixed evidence about whether allowing for time-varying intercepts and autoregressive coefficients is important. Our full model specification nests models with faster or slower drifts in coefficients, as well as a fully time-invariant panel VAR structure. Thus we can estimate (in a time-varying manner) the amount of time variation in the error covariance and VAR coefficients. Finally, we take into account uncertainty about the size of the panel VAR. When forecasting, it might be the case that VARs with a small number of variables (or even VARs that include only the variable of interest and no additional predictors, such as Stock and Watson, 2005, do for international business cycle dynamics) might perform better. Existing evidence for forecasting inflation in the US suggests that this might be the case; see the popular unobserved components model of Stock and Watson (2007) that features no predictors but a time-varying trend and stochastic volatility. We introduce, therefore, a very flexible learning mechanism that looks at the most recent out-of-sample performance at each point in time and then shrinks the panel VAR model to an optimal parsimonious structure. We show that this novel modelling feature acts as a safeguard against overfitting and poor forecasting.
performance.

Our paper also seeks to contribute to the empirical literature on inflation modelling in the eurozone. There are many linkages and inter-relationships between the economies of the eurozone countries. Modelling aggregate inflation for the eurozone as a whole will miss many interesting country-specific patterns since monetary policy can have differing impacts on different countries. These considerations justify why we want to forecast individual country inflation rates, but not using conventional VAR methods one country at a time. The panel VAR is an effective way of modelling the spillovers and inter-linkages between countries that may exist for the eurozone countries. Euro area inflation has been an important component in many recent policy discussions. Deflation has been a recent worry. For instance, in December 2014, most of the eurozone were experiencing deflation and no country registered an inflation rate above 1%. Subsequently euro area inflation has increased, but as of 2018 it still remains low by historic standards. Although there has been a tendency for inflation rates in the various eurozone countries to converge to one another, there are still substantive cross-country differences, in particular around the time of the eurozone crisis. For instance, Delle Monache, Petrella and Venditti (2015) document the relative roles of country-specific and common shocks to euro area country inflation rates. Although commonalities predominate, country-specific shocks play a large role. Furthermore, Delle Monache, Petrella and Venditti (2015) document substantial time variation in parameters, providing additional support for our model which allows for such variation.

The remainder of the paper is organized as follows. In Section 2, we describe our econometric methods, beginning with the panel VAR before proceeding to the case of time-varying parameters and stochastic volatility, and then our dynamic treatment of model uncertainty. Section 3 contains our empirical study of euro area inflation. We find substantial evidence of forecasting benefits, in particular from using dynamic learning methods which average over different PVAR dimensions and different hierarchical priors. Section 4 concludes.

2 Econometric Methodology

In this section we detail the underlying econometric methodology for estimation in large panel VARs. We begin by discussing some of the issues which occur with PVAR models
and introduce the hierarchical prior we adopt, before discussing time-varying parameter versions of PVARs. We then propose modifications of the time-varying parameter PVAR model in order to allow hierarchical modelling of the error covariance matrix. We conclude this section with a discussion of our treatment of model uncertainty and provide a detailed explanation of how the dynamic learning procedure works.

2.1 Methods of Ensuring Parsimony in the PVAR

Assume \( N \) countries and \( G \) variables for each country which are observed for \( T \) time periods. In our empirical application these are 10 eurozone countries and we use inflation plus an additional eight country-specific predictor variables, observed for 216 months. Let \( Y_t = (y_{1t}', y_{2t}', ..., y_{Nt}') \) for \( t = 1, ..., T \) be the \( NG \times 1 \) vector of dependent variables where \( y_{it}' \) is the \( G \times 1 \) vector of dependent variables of country \( i \), \( i = 1, ..., N \).

The \( i \)-th equation of the PVAR with \( p \) lags takes the form

\[
y_{it} = A_{i}^{1}Y_{t-1} + ... + A_{i}^{p}Y_{t-p} + u_{it},
\]

where \( A_{i}^{j} \) for \( j = 1, ..., p \) are \( G \times NG \) matrices PVAR coefficients for country \( i \). Additionally, \( u_{it} \) is a \( G \times 1 \) vector of disturbances, uncorrelated over time, where \( u_{it} \sim N(0, \Sigma_{ii}) \). The errors between countries may be correlated and we define \( E(u_{it}'u_{jt}') = \Sigma_{ij} \) and \( \Sigma \) to be the entire \( NG \times NG \) error covariance matrix for \( u_t = (u_{1t}', ..., u_{Nt}') \). Let \( A^j = (A_{1}^{j}, ..., A_{N}^{j}) \) for \( j = 1, ..., p \) and \( \alpha = (\text{vec}(A^1)' , ..., \text{vec}(A^p)')' \). Note that, for notational simplicity, we have not added an intercept or other deterministic terms nor exogenous variables, but they can be added with the obvious modifications to the formulae below. In our empirical work, we include an intercept.

The unrestricted PVAR given in (1) is likely over-parameterized, involving \( K = p \times (N \times G)^2 \) unknown autoregressive parameters and \( \frac{N \times G \times (N \times G + 1)}{2} \) error covariance terms. Plausible choices for \( N, G \) and \( p \) can lead to very large parameter spaces. A popular approach to dimension reduction in Bayesian vector autoregressions is to use hierarchical priors that induce shrinkage in the parameters. Examples of such priors include the scale mixture of Normals priors used in George, Sun and Ni (2008) and the priors from general equilibrium models of Del Negro and Schorfheide (2004). However, adopting any of the

\(^3\)In our empirical work, we also include the oil price in the vector of dependent variables and its dimensionality is thus \( NG + 1 \).
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existing priors developed for a single-country VAR will result in discarding valuable information due to the fact that one would expect partial pooling of coefficients in a panel setting. Incorporating such information could improve forecasts. Furthermore, these methods require the use of MCMC methods which make them computationally infeasible with high-dimensional models, particularly in the context of a forecasting exercise.

A popular way to introduce such pooling in PVARs that will result in efficient shrinkage, is described in Canova and Ciccarelli (2009, 2013). These authors use a certain hierarchical prior so as to work with restricted versions of \( [I] \), a practice which we adopt in this paper. In particular, we assume the following reduced rank representation of the PVAR coefficients:

\[
\alpha = \Xi_1 \theta_1 + \Xi_2 \theta_2 + \ldots + \Xi_q \theta_q + e \\
= \Xi \theta + e \]

where \( \Xi = (\Xi_1, \ldots, \Xi_q) \) are known matrices and \( \theta = (\theta_1, \ldots, \theta_q)' \) is an \( R \times 1 \) vector of unknown parameters with \( R < K \) and \( e \) is uncorrelated with \( u_t \) and distributed as \( N(0, \Sigma \otimes V) \) where \( V = \sigma^2 I \). Due to the fact that the high-dimensional vector of coefficients \( \alpha \) is projected into a lower dimensional vector of latent parameters \( \theta \), we will refer to this second layer regression as a “factor model” for the PVAR coefficients (this will become clearer later when \( \alpha, \theta \) become time-varying). This specification can be thought of as a hierarchical prior for the PVAR model of the form \( \alpha|\Sigma \sim N(\Xi \theta, \Sigma \otimes V) \) and \( \theta \sim N(0, Q) \), which is of the natural conjugate form for \( \alpha \) due to the conditioning on \( \Sigma \).

How can we use this specification to extract meaningful lower-dimensional factors of \( \alpha \) that take into account the panel structure in the data? Suppose, for instance, that the elements of \( \alpha \) are made up of a common factor, a factor specific to each country and a factor specific to each variable. This is the factor structure used in Canova and Ciccarelli (2009). Then \( q = 3 \) and \( \Xi_1 \) will be a \( K \times 1 \) vector of ones, \( \theta_1 \) a scalar. \( \Xi_2 \) will be a \( K \times N \) matrix containing zeros and ones defined so as to pick out coefficients for each country and \( \theta_2 \) is an \( N \times 1 \) vector. \( \Xi_3 \) will be a \( K \times G \) matrix containing zeros and ones defined so as to pick out coefficients for each variable and \( \theta_3 \) is an \( G \times 1 \) vector.
For instance, if \( N = G = 2 \) and \( p = 1 \) then

\[
\Xi_2 = \begin{bmatrix}
\iota_1 & 0 \\
\iota_1 & 0 \\
0 & \iota_2 \\
0 & \iota_2
\end{bmatrix} \quad \text{and} \quad \Xi_3 = \begin{bmatrix}
\iota_3 & 0 \\
0 & \iota_4 \\
\iota_3 & 0 \\
0 & \iota_4
\end{bmatrix}
\]

where \( \iota_1 = (1, 1, 0, 0)' \), \( \iota_2 = (0, 0, 1, 1)' \), \( \iota_3 = (1, 0, 1, 0)' \) and \( \iota_4 = (0, 1, 0, 1)' \). Thus, the \( K \) dimensional \( \alpha \) is dependent on a much lower dimensional vector of parameters, since \( \theta \) is of dimension \( R = 1 + N + G \) with \( e \) being left to model any residual variation in the parameters. Such a strategy can be used to greatly reduce the dimensionality of \( \alpha \) and help achieve parsimony. However, such a method may come at a cost if the factor structure is not chosen correctly. The latter could lead either to over-parameterization concerns or to mis-specification concerns. In the previous example, where the coefficients are assumed to depend on a common factor, a country specific factor and a variable specific factor, it could be, e.g., that no common factor exists \( (\theta_1 = 0) \) and a specification which ignored this restriction would over-parameterized. On the other hand, our example of a factor structure might be too restrictive and mis-specification might result. The \( K \) distinct elements of \( \alpha \) may be so heterogeneous that a factor structure with only \( N + G + 1 \) parameters may not be adequate.

These considerations suggest that the model space should be augmented using different choices of \( \Xi \) and an algorithm developed to choose between them. This is what we do in this paper. In theory, one could devise a huge range of possible structures for \( \Xi \), e.g. allowing own lag coefficients to be unrestricted; impose “core” and “periphery” clusters on the coefficients; global VAR restrictions, and so on. In practice, we have found that for our euro area data two specific structures clearly beat a range of several other options in terms of in-sample and out-of-sample fit. The first is one begins with the same pooling structure proposed in Canova and Ciccarelli (2009) but leaves intercepts and first autoregressive lagged coefficients to be unrestricted – meaning that these sets of coefficients are not determined through the common factors. This can simply be achieved if we extract one factor for each coefficient we want to leave unrestricted and set the state variance of that parameter to zero. If, as an example, the \( j \)-th element of \( \alpha \) is an intercept, we extract a new factor \( \theta_i \) with associated “loadings vector” \( \Xi_i \) that
has its $j$-th scalar element equal to one, and all remaining $K - 1$ elements equal to zero. That way, we add $2 \times N \times G$ factors to the ones that already Canova and Ciccarelli suggest.

The second way of specifying the factor structure is by restricting $\Xi$ in such a way that the PVAR collapses to a country-specific VAR structure. To explain what we mean by this, let $p = 1$ and consider the $NG^2$ coefficients in the VAR for country $i$. $G^2$ of these coefficients are on lags of country $i$ variables, with the remaining $(N - 1)G^2$ being on lags of other countries’ variables. We define $\Xi$ such that its accompanying $\theta$ loads only on the $G^2$ coefficients that are on lags of country $i$ variables. Thus, if $e = 0$, the coefficients on other country variables are zero and the PVAR breaks down into $N$ individual VARs, one for each country (apart from any inter-linkages which occur through $\Sigma$). The impacts of other countries’ variables on country $i$ are only allowed for through the presence of $e$. Intuitively, this structure for $\Xi$ captures the idea that working with VARs one country at a time comes close to being adequate (i.e. most of the coefficients on lagged country $j$ variables in the country $i$ VAR will be zero), but there are occasional inter-linkages which can be captured through $e$. When we move to the time-varying parameter PVAR (TVP-PVAR) in the next section, this definition of $\Xi$ will imply the same intuition, except in terms of individual-country TVP-VARs.

### 2.2 Moving from the PVAR to the TVP-PVAR

We begin by putting $t$ subscripts on all the PVAR coefficients in (1) and, thus, $\alpha_t = (\text{vec}(A_{1t}'), \ldots, \text{vec}(A_{pt}'))'$ is the $K \times 1$ vector collecting all PVAR parameters at time $t$. We write the TVP-PVAR in matrix form as:

$$Y_t = X_t'\alpha_t + u_t,$$

where $X_t = I \otimes (Y_{t-1}', \ldots, Y_{t-p}')'$, and $u_t \sim N(0, \Sigma_t)$. An unrestricted time-varying parameter VAR would typically assume $\alpha_t$ to evolve as a random walk (see, e.g., Doan, Litterman and Sims, 1984, Cogley and Sargent, 2005, or Primiceri, 2005). However, in

---

4It is not surprising that we find important for forecasting not to pool the coefficients on first own lags with other VAR coefficients through a common factor structure. Intercepts and first own lags are always important components of good time-series forecasts, and the Minnesota prior is also based on the same principle and shares a similar structure for intercepts and AR(1) coefficients.
the multi-country TVP-PVAR case this may lead to an extremely over-parameterized model and burdensome (or even infeasible) computation. At each point in time $t$ the number of PVAR parameters, $p \times (N \times G)^2$, could run into the thousands or more. The fact that in the case of time-variation we have $T$ such high-dimensional parameter vectors only complicate computations. Adding to the mix the fact that typical estimation would rely on MCMC methods (e.g. Cogley and Sargent, 2005, use MCMC), means that we have to repeat thousands of times any burdensome algorithmic operations involving these high-dimensional parameter vectors. Repeatedly running such an algorithm on an expanding window of data, as is typically done in a recursive forecasting exercise, multiplies this burden by hundreds in many applications. As discussed in Koop or Korobilis (2013), estimating TVP-VARs using MCMC methods can easily become computationally infeasible unless the number of forecasting models and their dimension are both small.

In order to achieve parsimony, we follow Canova and Ciccarelli (2009) and extend the factorization of the PVAR coefficients described in the preceding subsection to the time-varying case using the following hierarchical prior:

$$\alpha_t = \Xi \theta_t + e_t$$  \hspace{1cm} (3)

$$\theta_t = \theta_{t-1} + w_t,$$  \hspace{1cm} (4)

where $\theta_t$ is an $R \times 1$ vector of unknown parameters, $R \ll K$, $\Xi$ is defined as in the preceding subsection and $w_t \sim N(0, W_t)$ where $W_t$ is an $R \times R$ covariance matrix, and extending Canova and Ciccarelli (2009)'s homoskedastic specification we let $e_t \sim N(0, \Sigma_t \otimes V)$ where $V = \sigma^2 I$. The factors $\theta_t$ evolve according to a random walk, in order to be consistent with the bulk of the time-varying parameter VAR literature we cited above. The hierarchical representation of the panel VAR using equations (2), (3) and (4) resembles the hierarchical time-varying parameter SUR specified in Chib and Greenberg (1995). However, the generic MCMC sampler of Chib and Greenberg (1995), when applied to the hierarchical prior above, proves to be computationally inefficient. This is because their algorithm requires many draws from the Normal conditional posterior of $\alpha_t$ $\forall t$, which proves to be extremely demanding. In this case, a certain conjugacy assumption of Canova and Ciccarelli (2009) can help bypass explicit inference for the high-dimensional $\alpha_t$, resulting in huge computational gains. To be specific, the
assumption that the prior for $\alpha_t$ in equation (3) is of natural conjugate form (conditional on $\Sigma_t$) comes in handy.

As a consequence, we can simplify the TVP-PVAR given by (2), (3) and (4) into the following simpler, two-equation form (see Canova and Ciccarelli, 2013, page 22, for a proof):

\[
Y_t = \tilde{X}_t' \theta_t + v_t, \tag{5}
\]

\[
\theta_t = \theta_{t-1} + w_t, \tag{6}
\]

where $\tilde{X}_t = X_t \Xi$ and $v_t = X_t' e_t + u_t$ with $v_t \sim N(0, (I + \sigma^2 X_t'X_t) \times \Sigma_t)$. Therefore, in this form the TVP-PVAR is written as a Normal linear state-space model consisting of the measurement equation in (5) and the state equation (6). For known values of $\Sigma_t$, $W_t$ and $\sigma^2$, standard methods for state space models based on the Kalman filter can be used to obtain the predictive density and posterior distribution for $\theta_t$. Thus, we will not repeat the relevant formulae here and the reader is referred to the Technical Appendix of this paper, as well as Koop and Korobilis (2013) for further computational details. A typical Bayesian analysis would involve using MCMC methods to draw $\Sigma_t$, $W_t$ and $\sigma^2$ and then, conditional on these draws, use such state space methods. However, in our case, the computational burden of MCMC methods will be prohibitive. Accordingly, we use: i) forgetting factor methods to provide an estimate of $W_t$, ii) Exponentially Weighted Moving Average (EWMA) methods to estimate $\Sigma_t$ and, iii) use a grid of values for $\sigma^2$ and interpret each value as defining a particular model and, thus, include them in our model space when we take model uncertainty into account (see the next subsection). The following paragraphs elaborate on these points.

First, in any state-space problem estimation of the state variance ($W_t$ in our case) can be quite demanding. In a VAR context, Primiceri (2005) discusses how the prior plays a key role in determining this parameter when the information in the likelihood is weak. Here we use instead a method introduced in engineering many decades ago involving the use of forgetting factors. We refer the reader to Raftery, Karny and Ettler (2010) or to Koop and Korobilis (2013) for a motivation and discussion of the properties of these methods. The main idea behind this method is that of exponentially discounting past state variances in order to obtain an estimate of the current period’s variance. This
means that $W_t$ can be estimated using the following formula

$$\hat{W}_t = \left( \frac{1}{\lambda} - 1 \right) \text{var} (\theta_t|D_{t-1}),$$

where $D_{t-1}$ denotes data available through period $t-1$, $0 < \lambda \leq 1$ is the forgetting factor (typically set to a value lower than one but close to it) and $\text{var} (\theta_t|D_{t-1})$ is a predicted variance readily available at time $t$ from the Kalman filter iteration of the previous time period, $t-1$. Thus, at the cost of using a method which is approximate, we gain huge benefits in terms of computational simplicity and stability. The forgetting factor approach allows estimation of systems with large numbers of variables in seconds, and, hence, is computationally attractive for recursive point and density forecasting or any other state space modelling exercise that can become infeasible using MCMC methods.

Improving on the inference of Canova and Ciccarelli (2009), we allow for the TVP-PVAR error covariance matrix to be time-varying and use EWMA filtering methods to estimate it as:

$$\hat{\Sigma}_t = \kappa \hat{\Sigma}_{t-1} + (1 - \kappa) \tilde{u}_t \tilde{u}_t',$$

where $\tilde{u}_t \tilde{u}_t' = (I + \sigma^2 X_t'X_t)^{-1} [ (Y_t - \tilde{X}_t' E (\theta_t|D_{t-1})) (Y_t - \tilde{X}_t' E (\theta_t|D_{t-1})) ]'$, $E (\theta_t|D_{t-1})$ is produced by the Kalman filter and $0 < \kappa \leq 1$. $\kappa$ is referred to as a decay factor. We define the $\kappa = 1$ case to be $\hat{\Sigma}_t = \sum_{t=1}^{t} \tilde{u}_t \tilde{u}_t'$ (i.e. equivalent to least squares methods in a homoskedastic model). In order to initialize $\hat{\Sigma}_t$, we set $\hat{\Sigma}_0 = 0.1 \times I$ which is a relatively diffuse choice.

The forgetting factor $\lambda$ and decay factor $\kappa$ control the amount of time variation in the system. Lower (higher) values of $\lambda$, $\kappa$ imply faster (slower) changes over time in the values of $\theta_t$ and $\Sigma_t$, respectively. When $\lambda = \kappa = 1$ then both $\theta_t$ and $\Sigma_t$ become time invariant and we have the constant parameter homoskedastic PVAR. In our empirical work, we let $\lambda = \{0.990, 0.992, 0.994, 0.996, 0.998, 1.000\}$ and $\kappa = \{0.92, 0.94, 0.96, 0.98, 1.00\}$, interpret each grid point as defining a model and use dynamic model selection methods (to be described below) to select the optimal value. Thus, the data can select either the constant coefficient PVAR or likelihood-based methods, such as Bayesian and maximum likelihood inference, rely on formulae involving $\text{var} (\theta_t|D_t)$. However, at time $t$ this quantity is unknown and needs to be estimated reliably, which will directly affect the way $\theta_t$ is updated and estimated.
homoskedastic PVAR at any point in time, or can select a greater degree of variation in coefficients or error covariance matrix. We adopt a similar strategy for $\sigma^2$, using a grid of $\sigma^2 \in \{0.001, 0.003, 0.005, 0.007, 0.009, 0.01, 0.03, 0.05, 0.07, 0.09, 0.1, 0.3, 0.5, 0.7, 0.9, 1, 3, 5, 7, 9\}$.

The Kalman filter provides us with a one-step ahead predictive density. Since we wish to forecast at horizon $h > 1$ and calculate predictive likelihoods, we use predictive simulation for longer forecast horizons. To do this, we draw $Y_{T+1}$ from its Normal predictive density with mean and variance given by the Kalman filter (these are assumed to be constant and fixed during predictive simulation), then simulate $Y_{T+2}$ from its Normal predictive density conditional on the drawn $Y_{T+1}$, etc. up to $h$.

### 2.3 A Hierarchical Prior for the Error Covariance Matrix

As we have seen, the error covariance matrix of the TVP-PVAR can also be huge, leading to a desire for shrinkage on it as well. In this subsection, we extend the hierarchical prior of Canova and Ciccarelli (2009) to allow for such shrinkage. We decompose the error covariance matrix as $\Sigma_t = B_t^{-1}H_t (H_t B_t^{-1})'$ where $B_t$ is a lower triangular matrix with ones on the diagonal, $H_t$ is a diagonal matrix and write the VAR as

$$Y_t = X_t'\alpha_t + B_t^{-1}H_t \varepsilon_t,$$

where $\varepsilon_t \sim N(0, I)$. We can write the model in the following form as:

$$Y_t = X_t'\alpha_t + W_t'\beta_t + H_t \varepsilon_t,$$  \hspace{1cm} (7)

where $W_t$ is the matrix

$$W_t = \begin{bmatrix}
0 & \ldots & \ldots & 0 \\
\varepsilon_{1t} & 0 & \ldots & 0 \\
0 & [\varepsilon_{1t}, \varepsilon_{2t}] & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & [\varepsilon_{1t}, \ldots, \varepsilon_{(NG-1)t}] 
\end{bmatrix}. $$
With this specification we have an equivalent model where the error covariances show up as contemporaneous regressors on the right hand side of the TVP-PVAR. This model cannot be estimated as a multivariate system using standard filtering methods described previously. To see this, note that elements $Y_t$ show up both on the left-hand side, and the right-hand side of the PVAR (via the matrix of contemporaneous error terms, $W_t$). In this case, the state-space system is nonlinear and multivariate estimation would need to rely on computationally intensive simulation methods. A potential solution to this problem would be to follow Carriero, Clark and Marcellino (2016) and estimate the model equation-by-equation: the first equation does not contain any contemporaneous information on the right-hand side so can be estimated independently of other equations using a linear filter; the second equation is dependent on $\varepsilon_{1t}$ which can be replaced by residuals from the first equation; the third equation is dependent on $\varepsilon_{1t}, \varepsilon_{2t}$ which can also be replaced by residuals, and so on until equation $NG$ which also depends on residuals available from the previous $NG-1$ equations\(^6\). However, such an option is not available to us, since the pooling prior we adopt clusters coefficients among different equations. As a consequence the parameters of different PVAR equations will not be independent a-posteriori, and equation-by-equation estimation is not available. We overcome this issue in a fashion similar to the problem of estimating time-varying covariance matrices using the EWMA specification described in the previous subsection. That is, when constructing $W_t$ we replace $\varepsilon_t$ with the one-step ahead residuals from each Kalman filter iteration, namely $\tilde{\varepsilon}_t = Y_t - X_t' E(\alpha_t|D_{t-1}) - W_t' E(\beta_t|D_{t-1})$. Doing so allows each time period $t$ to have all right-hand-side variables observed and proceed with the estimation methods described in the previous section.

In order to complete this new but equivalent PVAR specification that treats elements

\[^6\]In a previous version of this manuscript we were instead working with the model

$$Y_t = X_t' \gamma_t + Z_t' \beta_t + H_t \varepsilon_t,$$

where $\gamma_t = \left( \vec{B_t} A_t^1 \right)' , \ldots , \vec{B_t} A_t^p \right)'$ and $Z_t$ had the same structure as $W_t$ but with elements $-Y_{jt}$ in place of $\hat{\varepsilon}_{jt}$ – see also the definition of the respective matrix $Z_t$ in the Appendix of Primiceri (2005). This previous formulation of the VAR and the one we currently use in equation (7) are observationally equivalent, however, the latter offers the advantage of having the original VAR coefficient $\alpha_t$ remaining the vector of VAR coefficients as in our original specification in (2). In contrast, the VAR form described above is in terms of coefficients $\gamma_t$ which consist of products of VAR coefficients $A_t$ and the VAR covariance $B_t$. In this case, applying the pooling prior on $\gamma_t$ instead of the original VAR coefficients $\alpha_t$ is a feature that is not desirable. The new, equivalent formulation solves this problem.
of the error covariance matrix as exogenous predictors, we can extend our previous approach and introduce a hierarchical prior on both $\alpha_t$ and $\beta_t$ of the form:

$$
\delta_t \equiv \begin{bmatrix} \alpha_t \\ \beta_t \end{bmatrix} = \begin{bmatrix} \Xi^\alpha & 0 \\ 0 & \Xi^\beta \end{bmatrix} \theta_t + u_t \equiv \Xi \theta_t + u_t, \tag{8}
$$

where now $u_t \sim N(0, H_t H_t \otimes (\sigma^2 I))$, which has a diagonal covariance matrix since both $H_t$ and $\sigma^2 I$ are diagonal matrices. Under the additional assumption that $\Xi$ is block diagonal and $\alpha_t$ and $\beta_t$ load on separate factors (rows of $\theta_t$), then we have prior independence between the two sets of coefficients. This exact prior independence of the sets of coefficients – an assumption that is used extensively in many Bayesian applications (see Primiceri, 2005) – is a crucial assumption that allows for equation-by-equation estimation of the PVAR using the linear Kalman filter. The econometric methods described in the preceding subsection can be used directly, with a slight simplification due to the diagonality of $H_t$.

The two choices for $\Xi^\alpha$ are those described at the end of Section 2.1. For $\Xi^\beta$ we also use these two choices with the trivial adaptation required by the structure for $W_t$. In the forecasting exercise we allow for $\Xi^\alpha$ and $\Xi^\beta$ to potentially be different. Using $P$ (for pooled) subscripts to denote the form that builds on Canova and Ciccarelli (2009), and $CS$ (for country-specific) subscripts to denote the country-specific VAR factor structure, we define four possible specification for the $\Xi$ matrices: i) $\Xi^\alpha_P$ and $\Xi^\beta_P$, ii) $\Xi^\alpha_P$ and $\Xi^\beta_{CS}$, iii) $\Xi^\alpha_{CS}$ and $\Xi^\beta_P$ and iv) $\Xi^\alpha_{CS}$ and $\Xi^\beta_{CS}$. As we explain next in the following subsection, selection of the best specification pair for $\Xi^\alpha$ and $\Xi^\beta$ is part of a more general dynamic procedure that selects the values of various hyperparameters that are optimal for forecasting.

### 2.4 Dynamic Treatment of Model Uncertainty

The previous subsections discussed the estimation of single time-varying parameter PVARs and defined our model space. Our most general approach involves a model space where the models differ in various features, in order to explicitly control for model uncertainty. The features defining the models include the different choices for $\lambda$, $\kappa$ and $\sigma^2$ described in sub-section 2.2, the different combinations of $\Xi^\alpha$ and $\Xi^\beta$ described in
sub-section 2.3; and different PVAR dimensions (to be described in sub-section 3.1). In total we have 16,800 PVAR or TVP-VAR models to choose between. In this sub-section, we describe how to do so in a dynamic manner such that the chosen model may change over time. Our methods use posterior model probabilities constructed in a dynamic manner.

We can use such posterior model probabilities to either do model selection or averaging. In this paper, we adopt the view that some of our specification choices relate to concepts which can be interpreted as parameters (i.e. $\lambda$, $\kappa$ and $\sigma^2$). For these we do model selection since this is similar to estimating them (e.g. if we select a model with $\lambda = 0.99$ this is the same as estimating $\lambda$ to be 0.99). We also do model selection for the different choices for $\Xi_{\alpha}$ and $\Xi_{\beta}$ since they define different priors and presenting results which average over very different priors would reduce the interpretability of results. With regards to choosing the dimension of the PVAR, this is more like a conventional modelling choice. For this, we use model averaging methods following standard Bayesian practice. Of course, the econometric methods developed in this paper could be used to use a single approach throughout (e.g., do only dynamic model selection over all models in our model space).

To be precise, for $\Xi_{\alpha}$, $\Xi_{\beta}$, $\lambda$, $\kappa$ and $\sigma^2$, we choose the values that maximize posterior model probabilities. Conditional on the optimal choice of these, we then estimate TVP-PVARs with different numbers of endogenous variables and provide forecasts which average over them. That is, we produce forecasts from every model and then our final forecast is a weighted average of them, where the weights are given by their respective posterior model probabilities.

Calculating posterior model probabilities can also be computationally burdensome, especially with a vast array of models. In addition, most conventional methods are not dynamic (e.g. simply calculating the marginal likelihood for each model). In the remainder of this sub-section, we outline a computationally simple method for the calculation of posterior model probabilities in a dynamic fashion, comparable with the Kalman filter update rules used for parameter estimation (i.e. we predict time $t$ model probabilities given information at time $t-1$, and then update these probabilities when time $t$ information becomes observed).

Let $M^{(i)}$ for $i = 1, ..., J$ be the set of models under consideration, which in our application are all nested and $J$ is a very large number. In order to be able to learn
about the optimal configuration for forecasting we need to quantify a measure of belief for each single model. We follow Raftery et al (2010) and do so by calculating dynamic model probabilities, \( p(M^{(i)}|\mathcal{D}_{t-1}) \), for each model. We use forgetting factor methods to estimate \( p(M^{(i)}|\mathcal{D}_{t-1}) \). The forgetting factor literature (e.g. Kulhavý and Kraus, 1996 and Raftery, Karny and Ettler, 2010) provides derivations and additional motivation for how sensible estimates for \( p(M^{(i)}|\mathcal{D}_{t-1}) \) can be produced in a fast, recursive manner, in the spirit of the Kalman filtering approach. Here we outline the basic steps, following the exponential forgetting factor approach of Kulhavý and Kraus (1996). Let \( \omega_{t|t-1}^{(i)} = p(M^{(i)}|\mathcal{D}_{t-1}) \) be the probability associated with model \( i \) for forecasting \( Y_t \) using data available through time \( t-1 \). The general version of the algorithm combines a prediction step

\[
\omega_{t|t-1}^{(i)} = \frac{\left(\omega_{t-1|t-1}^{(i)}\right)^{\mu}}{\sum_{j=1}^{J} \left(\omega_{t-1|t-1}^{(j)}\right)^{\mu}}, \tag{9}
\]

with an updating step

\[
\omega_{t|t}^{(i)} \propto \omega_{t|t-1}^{(i)} p(\mathcal{Y}_t|M^{(i)}, \mathcal{D}_{t-1}) , \tag{10}
\]

with a normalizing constant to ensure the \( \omega_{t|t}^{(i)} \) sum to one. \( p(\mathcal{Y}_t|M^{(i)}, \mathcal{D}_{t-1}) \) is the predictive density produced by the Kalman filter, evaluated at the realized value for \( Y_t \). The recursions begin with an initial condition for the weights, which we set at \( \omega_{0|0}^{(i)} = \frac{1}{J} \) (i.e. all models have equal prior probability).

The quantity \( 0 < \mu \leq 1 \) is a forgetting factor used to discount exponentially more distant observations in a similar fashion to \( \lambda \). Since \( p(\mathcal{Y}_t|M^{(i)}, \mathcal{D}_{t-1}) \) is a measure of forecast performance, it can be seen that this approach attaches more weight to models which have forecast well in the recent past. To see this clearly, note that (9) can be written as

\[
\omega_{t|t-1}^{(i)} \propto \prod_{i=1}^{t-1} \left[ p(\mathcal{Y}_t|M^{(i)}, \mathcal{D}_{t-1})\right]^{\mu^i}.
\]

With monthly data and \( \mu = 0.99 \), this equation implies that forecast performance one year ago receives about 90% as much weight as forecast performance last period, two years ago receives about 80% as much weight, etc. This is the value used by Raftery, Karny and Ettler (2010) and in our empirical work.

We alter this algorithm in a minor way to take account for the fact that some of
our models differ in \( Y_t \) (i.e. they have a different number of endogenous variables). To surmount this problem, \( p(Y_t|M^{(i)}, D_{t-1}) \) is replaced by \( p(Y^C_t|M^{(i)}, D_{t-1}) \) where \( Y^C_t \) is the set of variables which are common to all models. In our application, these are the three variables which are included in our smallest TVP-PVAR (see sub-section 3.1) for every country. We refer to the approach as the TVP-PVAR with a dynamic learning prior: TVP-PVAR (DLP). We use this terminology since the prior is hierarchical and dynamic so we can learn about which panel structure is appropriate to impose on the coefficients. Finally, note that it is also possible to include lag length selection as another specification choice and do dynamic model selection over \( p \) in a time-varying fashion. However, we do not do so to keep the computational burden manageable. Canova and Ciccarelli (2009) set \( p = 1 \) for all their specifications involving TVP-PVARs. Allowing for \( p > 1 \) is possible and we found that \( p = 2 \) provides optimal inflation forecasts compared to other choices. Hence, our empirical results use \( p = 2 \).

3 Forecasting Euro Area Inflation

3.1 Data

We use \( G = 9 \) macroeconomic series for \( N = 10 \) major euro zone countries for the period 1999M1 to 2016M12. The countries are Austria (AT), Belgium (BE), Finland (FI), France (FR), Germany (DE), Greece (GR), Italy (IT), Netherlands (NL), Portugal (PT) and Spain (ES). All variables are transformed so as to be rates (e.g. inflation rate, unemployment rate, etc.), as shown in the last column of the following table, where \( \Delta \ln \) denotes first log differences (growth rates), and \( lev \) denotes that the variable remains in levels and is not transformed. All variables are seasonally adjusted. We also add a 10th variable, the oil price, into all models. But since this does not vary across countries, it is entered only once in the vector of dependent variables. Thus, the largest models we work with have 91 dependent variables. We also consider smaller models with \( G = 3, \ldots, 9 \) variables (plus the oil price). These models choose variables according to their ordering in the following table (i.e. the model with \( G = 3 \) uses the first three variables, \( G = 4 \) uses the first four, etc.).
<table>
<thead>
<tr>
<th>Variables</th>
<th>Explanation</th>
<th>Source</th>
<th>Tr</th>
</tr>
</thead>
<tbody>
<tr>
<td>HICP</td>
<td>Indices of Consumer Prices&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Eurostat</td>
<td>Δ ln</td>
</tr>
<tr>
<td>UN</td>
<td>Harmonised unemployment rates (%)</td>
<td>Eurostat</td>
<td>lev</td>
</tr>
<tr>
<td>LTI</td>
<td>Long-Term Interest Rate (10 year, Euro denominated)</td>
<td>Eurostat</td>
<td>lev</td>
</tr>
<tr>
<td>REER</td>
<td>Real Effective Exchange Rate</td>
<td>Eurostat</td>
<td>Δ ln</td>
</tr>
<tr>
<td>IP</td>
<td>Industrial production index</td>
<td>IMF IFS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Δ ln</td>
</tr>
<tr>
<td>SURVEY1</td>
<td>Financial situation over the next 12 months</td>
<td>Eurostat</td>
<td>lev</td>
</tr>
<tr>
<td>SURVEY2</td>
<td>General economic situation over the next 12 months</td>
<td>Eurostat</td>
<td>lev</td>
</tr>
<tr>
<td>SURVEY3</td>
<td>Price trends over the next 12 months</td>
<td>Eurostat</td>
<td>lev</td>
</tr>
<tr>
<td>SURVEY4</td>
<td>Consumer Confidence Indicator, SA</td>
<td>Eurostat</td>
<td>lev</td>
</tr>
<tr>
<td>OIL.PRICE</td>
<td>European Dated BFOE Crude Oil Spot Price&lt;sup&gt;a&lt;/sup&gt;</td>
<td>ECB SDW&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Δ ln</td>
</tr>
</tbody>
</table>

<sup>a</sup> Variables that are not seasonally adjusted by the provider, are adjusted by the authors using the X11 filter in Eviews.

<sup>b</sup> International Monetary Fund, International Financial Statistics

<sup>c</sup> European Central Bank, Statistical Data Warehouse

### 3.2 Estimation Using the TVP-PVAR with Dynamic Learning

Before comparing the forecasting performance of TVP-PVAR (DLP) to some popular alternatives, it is useful to see which specification choices are receiving the most weight in our model averaging exercise.

Figure 1 plots the volatilities in the inflation equations for all countries using TVP-PVAR (DLP) methods. We emphasize that our algorithm allows for the optimal choice of the degree of time variation in parameters through the choice of κ. The algorithm could have chosen κ = 1 (homoskedasticity), but based on visual inspection of Figure 1, it clearly is not doing so. Figure 1 shows a high degree of heteroskedasticity in all countries. Note, too, that the patterns of volatility vary substantially across countries.

Figure 1 relates to the error variances. Does the substantial heterogeneity and fluctuation in volatility we are finding for them also occur with the time-varying covariances? We are finding that it does not. To illustrate this point, remember that our specification in equation (7) leads to the error covariances being in β<sub>t</sub> which are then pooled using common factors as in (8). Due to the high-dimensionality of β<sub>t</sub>, it is easier to plot these common factors than the error covariances. This is done in Figure 2 for our smallest TVP-PVARs with G = 3, with pooling prior Ξ<sup>β</sup> and optimally selected forgetting/decay factors (that is, we present estimates from a specific model not the full TVP-PVAR approach with dynamic learning that obviously is a dynamic mixture of several thousands PVARs with different features). It can be seen that there
is substantially less fluctuation of these covariance factors over time. Note that we do not plot the factors relating to time-varying VAR coefficients $\alpha_t$ in equation (7) due to the fact that they are so numerous.

\[7\] While at the beginning of the sample there seems to be more variation – with the fluctuation in the first few months of 1999 being very substantial due to the effects of the initial condition on Kalman filter estimation – the estimates of the factors eventually converge to almost fixed values towards the end of the sample.
Figure 2: Posterior mean estimates of covariance matrix common factors implied by the pooling prior.

Figure 3 sheds light on which choices for $\Xi$ are supported by the data. It plots the probability our dynamic learning prior approach attaches to each of the four possible combinations of the forms for $\Xi$ suggested in sub-section 2.3. The most important finding is that these probabilities are changing substantially over time and often changing abruptly. Any methodology that uses a single $\Xi$ choice for the entire time period risks mis-specification and poor forecast performance. For most of the time after 2010, the model which uses the country-specific prior is strongly supported. This is the structure which implies dynamic interdependencies between countries are weak. It is also interesting that the period 2008-2010, the time financial and Eurozone crises, is a time of rapid switching. This period provides more support for the prior of Canova and Ciccarelli (2009). This suggests that co-movements between countries were more relevant during this period.
Figure 4 presents evidence on VAR dimension. For the sake of readability, it plots only the three most probable choices which are $G = 3, 4$ and $9$. Apart from the end of the sample, there is much support for small models: the TVP-PVAR using only three variables for each country receives high probability in most time periods. However, starting in 2014, the largest VAR receives more support. Thus, our algorithm is providing evidence that working with large TVP-VARs can be important in some time periods, but small models are usually sufficient.
Figure 4: Posterior mean probabilities attached to different choices for $G$

Figure 5 relates to the scale parameter $\sigma^2$ and plots the optimal value selected at each point in time for the four different possible configurations of $\Xi^\alpha, \Xi^\beta$ matrices in that state equation. Note that the vertical axis is in the logarithmic scale, which allows us to plot in a single graph all possible values of $\sigma^2$ specified in our grid. Here again we can see some time variation in the optimal choice for this parameter. There is also a fair degree of sensitivity to the structure of $\Xi$. When we use Canova and Ciccarelli (2009)’s choice of $\Xi$, then the optimal value of $\sigma^2$ is lower than when using the country-specific factor structure, particularly between 2008 and 2010. This pattern in our data-base estimates of $\sigma^2$ is roughly consistent with the choice of Canova and Ciccarelli (2009) who in their empirical work set for simplicity $\sigma^2 = 0$. However, when we use country-specific restrictions $\sigma^2$ tends to be different from zero. It is clearly worth estimating this parameter from the data in this case.
In this subsection, we have presented evidence that TVP-PVAR (DLP) captures important patterns in the data in a manner that a single model could not. But, ultimately, the test of our approach lies in forecasting and it is to this we now turn.

3.3 Forecasting using TVP-PVAR (DLP)

3.3.1 Models for Comparison

We compare our TVP-PVAR (DLP) approach to several potential competitors. There are, of course, an enormous number of models used for forecasting inflation which we could consider. To focus on the potential benefits of our approach, we emphasize five of its features which, in combination, make our approach distinct from the existing literature. We choose comparators which differ according to one or more of these five features. The five features may briefly be summarized as: i) incorporation of panel structure in the prior in a dynamic fashion, ii) time variation of parameters, iii) type of panel structure used in the prior, iv) allowing for multi-country linkages and v) use of conventional Bayesian hierarchical priors (as opposed to machine learning methods as discussed below). We offer an intuitive explanation of our alternative approaches in the
following paragraphs and provide complete specification details of all approaches in the Technical Appendix.

First, relative to other approaches for high-dimensional VARs, our dynamic learning prior allows for the model to learn which panel prior is appropriate. This motivates a comparison with other Big Data approaches which do not allow for this sort of learning. Thus, we include a conventional large Minnesota prior VAR similar to the popular specification of Bańbura, Giannone and Reichlin (2010) but with optimal degree of shrinkage estimated as in Giannone, Lenza and Primiceri (2015). We also include a dynamic factor model and a factor augmented VAR. We abbreviate these three approaches as BVAR, DFM and FAVAR, respectively.

Second, relative to other large VAR approaches which do incorporate a panel structure in the hierarchical prior, our approach allows for time-variation in parameters. This motivates comparison with a model with a panel structure similar to our own, but without time-variation in the parameters. We consider a version of the constant parameter model of Canova and Ciccarelli (2009) which is nested within our TVP-PVAR (DLP) approach. This uses their choices of $\Xi^\alpha_P$ and $\Xi^\beta_P$ and sets $\lambda = \kappa = 1$, thus ensuring a homoskedastic model with no time-variation in PVAR coefficients. We do not do model averaging over VAR dimensions with this approach. All other specification and modelling choices (including treatment of $\sigma^2$) is the same as in our TVP-PVAR (DLP) approach. This is labelled PVAR (CC09) in the tables.

Third, our TVP-PVAR (DLP) considers two different panel structures in the hierarchical prior. However, several other structures have been proposed in the literature. An influential one allows for the investigation of whether there are dynamic or static interdependencies between countries as described in Canova and Ciccarelli (2013). We consider a hierarchical prior which allows for the selection or omission of these types of interdependencies between countries. We adopt the approach of our earlier work, Koop and Korobilis (2016), which develops a simulation algorithm called stochastic search specification selection (SSSS) to find such interdependencies if they exist and refer to the approach as PVAR (SSSS). We also consider a restricted version of our approach which leads to a single TVP-PVAR of the form considered in Canova and Ciccarelli (2009). That is, we use the full set of endogenous variables, select $\Xi^\alpha_P$ and $\Xi^\beta_P$ as done in their paper and set $\lambda = 0.99$ and $\kappa = 1$. Thus, we have a model which is homoskedastic, but allows for time-variation in the PVAR coefficients in the same manner as Canova
and Ciccarelli (2009). Our use of forgetting factor methods (as opposed to MCMC) mean estimation and forecasting are computationally feasible.

Fourth, our approach differs from many approaches that estimate a model for each country individually. As a representative of this class of models, we present forecasts from country specific VARs and abbreviate this approach as CS-VAR. We also consider two popular univariate models which we run one country at a time. These are the unobserved components stochastic volatility (UCSV) model of Stock and Watson (2007) and an extension of the UCSV model which allows for AR lags with time varying coefficients on the right hand side. The latter model, which we label TVP-AR, was found by Pettenuzzo and Timmermann (2017) to provide good forecasts of inflation.

Finally, in Big Data models there is a growing interest in use of machine learning methods. Such methods are starting to work their way into the VAR literature and it is of interest to compare our approach to something from this emerging literature. The general idea of this literature is to allow an algorithm to automatically search through the myriad possible specification choices without much input from the economist. This contrasts with conventional approaches used in econometrics where the researcher carefully designs a hierarchical prior based on empirical insight into the problem at hand (e.g. the factor structure $\Sigma_P$ reflects the empirical wisdom expressed in Canova and Ciccarelli, 2009, as to how VARs in different countries might be related to one another). In Koop, Korobilis and Pettenuzzo (2017), we developed a particular type of machine learning algorithm using random compression methods for large VARs. In the present paper, we forecast with it and refer to it as BCVAR. See the Technical Appendix or Koop, Korobilis and Pettenuzzo (2017) for exact details on how this method works, but the key point to stress here is that it does not reflect the multi-country nature of our data set. Rather each equation in the VAR receives an identical treatment and it is left to the algorithm to uncover the nature of any inter-linkages across countries.

Complete details of these models are given in the Technical Appendix.

For the sake of brevity, we do not offer a more extensive comparison to the many models nested within our approach since one of the key advantages of our dynamic learning prior is that it can choose these if it wishes. For instance, it could have chosen the TVP-PVAR with the hierarchical prior of the Canova and Ciccarelli (2009) but, as we saw in the preceding sub-section it did not always do so. Our approach could have chosen constant coefficient versions of our models, either with regards to the VAR
coefficients (by choosing $\lambda = 1$) or the error covariance (by choosing $\kappa = 1$), but it does not. Our approach could have chosen smaller PVARs (by choosing $G = 3$), but it does not always do so. Thus, comparison with these types of restrictions on our models is less interesting than comparison with other plausible non-nested alternatives which are described above.

### 3.3.2 Forecasting Results

We evaluate statistically forecasts of inflation from the models introduced in the previous sub-section relative to a benchmark approach which produces forecasts using individual AR(2) models for each country’s inflation series. We forecast $p_{t+h} - p_t$ where $p_t$ is the log of a country’s prices at time $t$ for various forecast horizons. Our forecasts are produced recursively on an expanding window of data. We present Mean Squared Forecast Errors (MSFEs) and Averages of Log Predictive Likelihood (ALPLs) in order to evaluate point and density forecasts, respectively. In the tables in this sub-section, we present results for the 10 inflation rates in the 10 countries in our sample as well as an average across all countries. For the MSFEs, we use a simple average (and divide by the comparable figure using the AR(2) benchmarks). For the ALPLs, the cross-country average is based on the multivariate predictive density for the 10 inflation series and the comparable figure from the AR(2) benchmark is subtracted off. The forecast evaluation period is 2006M1-2016M12.

It can be seen that, when we look at cross-country averages, our TVP-PVAR (DLP) approach is forecasting best particularly at short horizons. This holds true regardless of whether we use MSFEs or ALPLs as measures of forecast performance. We elaborate on these points in the remainder of this section in relation to the five features mentioned at the beginning of the preceding sub-section.

Incorporating the panel structure in the prior in a dynamic fashion is helping improve forecast performance. A comparison of the TVP-PVAR (DLP) results to a conventional Minnesota prior large VAR indicates the former is forecasting better at all horizons, regardless of whether MSFE or ALPL is used as a forecast metric. The same holds for the DFM and FAVAR approaches.

If we compare our approach to other approaches which do have a panel structure in the prior but do not allow for time variation (i.e. compare TVP-PVAR (DLP) to PVAR
(CC09)) we find, without exception, evidence in favour of the TVP-PVAR (DLP). This holds true regardless of whether MSFEs or ALPLs are used as a measure of forecast performance. This suggests that it is not enough to allow for selection of different panel priors in the context of a constant coefficient models, one must do so in a dynamic fashion allowing for the panel structure to change.

Next we compare the forecast performance of our approach to the alternative panel structure in the prior of PVAR (SSSS). Recall that this latter algorithm was proposed by Koop and Korobilis (2016) in order to stochastically search for all combinations of static and dynamic interdependencies that can possibly occur among $N$ countries. However, being a computationally expensive simulation-based approach, this approach only features constant coefficients and covariance. As a consequence, this alternative is also consistently beaten by our current approach in terms of forecast performance. Similarly PVAR (CC09) which uses the single factor structure of Canova and Ciccarelli (2009) in a constant coefficient model provides forecasts inferior to our approach. Even allowing for time-variation in parameters (but constant volatilities) as in the TVP-PVAR (CC09) does not substantially improve things.

Working with individual country models such as CS-VAR, UCSV or TVP-AR also produces, on average, consistently worse forecast performance over all forecast horizons and both forecast metrics. Finally, the TVP-PVAR (DLP) is even forecasting better than the approach inspired by the machine learning literature: BCVAR.

The preceding conclusions are based on looking at cross-country averages in Tables 1 and 2. A careful examination of the individual country results also supports these conclusions. With only a few exceptions, the TVP-PVAR (DLP) approach forecasts best. The few exceptions occur mainly for Greece, Portugal and Spain. For these countries, which are often referred to as peripheral countries in the European Union, all of our forecasting models do relatively poorly. At longer forecast horizons, when using MSFEs as the forecast metric, the TVP-PVAR (DLP) does not even beat the AR(2) benchmark. Using ALPLs, the performance of TVP-PVAR (DLP) is better for Portugal and Spain, but not for Greece. But for the vast majority of countries, particular those at the core of Europe who were less affected by the eurozone crisis, our method is producing forecasts which beat plausible alternative forecasting models.
<table>
<thead>
<tr>
<th></th>
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Table 2. ALPLs relative to AR(2) for the period 2006M1-2016M12

<table>
<thead>
<tr>
<th>Panel A. Forecast Horizon $h = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TVP-PVAR (DLP) 3.43 2.52 4.72 5.87 1.35 -0.04 1.72 4.53 1.47 1.72 2.73</td>
</tr>
<tr>
<td>Restricted versions of our model:</td>
</tr>
<tr>
<td>PVAR (CC09) 2.06 1.61 1.90 3.24 0.42 -0.64 1.13 1.16 0.45 1.36 1.27</td>
</tr>
<tr>
<td>TVP-PVAR (CC09) 2.87 2.17 3.66 5.10 1.09 -0.80 1.01 3.64 0.61 1.15 2.05</td>
</tr>
<tr>
<td>Univariate benchmarks:</td>
</tr>
<tr>
<td>UCSV 1.88 2.01 2.50 2.37 0.68 -0.88 0.48 1.99 0.54 0.79 1.24</td>
</tr>
<tr>
<td>TVP-AR 1.75 1.88 2.06 3.47 0.65 -0.63 0.53 1.97 0.17 0.81 1.27</td>
</tr>
<tr>
<td>Multivariate benchmarks:</td>
</tr>
<tr>
<td>PVAR (SSSS) 2.72 1.80 3.40 5.11 1.12 -0.78 0.80 3.14 0.61 0.80 1.87</td>
</tr>
<tr>
<td>CS-VAR 2.80 2.17 3.79 4.97 1.40 -0.97 1.00 3.34 0.57 1.29 2.04</td>
</tr>
<tr>
<td>BCVAR 1.78 1.96 2.46 2.35 0.35 -0.86 0.26 2.37 0.45 1.25 1.24</td>
</tr>
<tr>
<td>BVAR 1.96 1.90 2.27 3.62 0.66 -0.63 0.57 2.18 0.00 0.66 1.32</td>
</tr>
<tr>
<td>DFM 2.34 1.90 3.48 5.02 0.87 -0.70 0.70 3.41 0.56 0.87 1.85</td>
</tr>
<tr>
<td>FAVAR 2.14 1.26 3.08 4.46 -0.39 -1.78 0.14 3.39 0.38 0.44 1.31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B. Forecast Horizon $h = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TVP-PVAR (DLP) 2.98 2.23 4.74 5.58 0.91 -0.23 1.54 4.71 0.86 1.57 2.49</td>
</tr>
<tr>
<td>Restricted versions of our model:</td>
</tr>
<tr>
<td>PVAR (CC09) 1.76 1.24 1.99 3.42 0.35 -0.67 0.79 1.85 0.22 1.06 1.20</td>
</tr>
<tr>
<td>TVP-PVAR (CC09) 2.59 1.84 3.87 4.85 0.50 -0.76 1.10 3.62 0.40 1.16 1.92</td>
</tr>
<tr>
<td>Univariate benchmarks:</td>
</tr>
<tr>
<td>UCSV 1.76 1.30 2.47 2.39 0.02 -0.83 0.78 1.67 0.28 0.58 1.04</td>
</tr>
<tr>
<td>TVP-AR 1.94 1.47 2.55 3.64 0.39 -0.98 0.55 2.27 0.17 0.73 1.27</td>
</tr>
<tr>
<td>Multivariate benchmarks:</td>
</tr>
<tr>
<td>PVAR (SSSS) 2.65 2.20 3.86 4.65 0.59 -0.76 1.09 3.45 0.27 0.96 1.90</td>
</tr>
<tr>
<td>CS-VAR 2.61 2.10 3.49 4.93 0.32 -0.98 1.26 4.06 0.17 1.18 1.91</td>
</tr>
<tr>
<td>BCVAR 1.86 1.53 2.29 2.39 -0.34 -0.81 0.56 1.64 0.25 0.37 0.97</td>
</tr>
<tr>
<td>BVAR 1.81 1.29 2.99 3.53 0.87 -0.73 0.90 2.20 0.29 1.00 1.42</td>
</tr>
<tr>
<td>DFM 2.61 2.42 4.04 4.88 0.70 -0.46 0.99 3.45 0.31 0.89 1.98</td>
</tr>
<tr>
<td>FAVAR 1.62 0.60 3.43 4.03 -0.20 -1.86 0.04 3.92 -0.44 0.19 1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C. Forecast Horizon $h = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TVP-PVAR (DLP) 2.40 1.85 4.42 4.98 0.46 -0.52 1.36 4.21 0.54 1.14 2.08</td>
</tr>
<tr>
<td>Restricted versions of our model:</td>
</tr>
<tr>
<td>PVAR (CC09) 1.22 0.85 1.80 2.81 -0.10 -0.87 0.55 1.34 -0.06 0.64 0.82</td>
</tr>
<tr>
<td>TVP-PVAR (CC09) 1.90 1.42 3.73 4.58 -0.08 -0.96 0.81 3.54 -0.07 0.74 1.56</td>
</tr>
<tr>
<td>Univariate benchmarks:</td>
</tr>
<tr>
<td>UCSV 1.04 0.86 2.82 2.12 -0.30 -1.11 0.20 1.45 -0.05 0.65 0.77</td>
</tr>
<tr>
<td>TVP-AR 1.00 0.64 2.15 3.06 -0.27 -1.15 0.30 1.75 -0.33 0.43 0.76</td>
</tr>
<tr>
<td>Multivariate benchmarks:</td>
</tr>
<tr>
<td>PVAR (SSSS) 1.77 1.40 3.40 4.24 -0.10 -1.03 0.86 3.20 0.15 0.47 1.44</td>
</tr>
<tr>
<td>CS-VAR 1.53 1.45 3.55 4.99 -0.23 -1.23 0.97 3.80 0.17 0.70 1.57</td>
</tr>
<tr>
<td>BCVAR 1.14 0.82 3.02 2.00 -0.31 -0.64 0.18 1.47 0.12 0.76 0.86</td>
</tr>
<tr>
<td>BVAR 0.62 0.42 2.00 3.15 -0.48 -0.93 0.57 1.58 -0.21 0.59 0.73</td>
</tr>
<tr>
<td>DFM 1.92 1.33 3.32 4.34 0.27 -1.17 0.61 3.24 0.17 0.73 1.48</td>
</tr>
<tr>
<td>FAVAR 0.70 0.07 2.65 3.22 -1.12 -1.97 0.11 1.81 -0.95 -0.06 0.45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel D. Forecast Horizon $h = 12$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TVP-PVAR (DLP) 2.10 1.45 3.95 3.88 -0.18 -0.65 0.84 4.71 -0.38 0.75 1.65</td>
</tr>
<tr>
<td>Restricted versions of our model:</td>
</tr>
<tr>
<td>PVAR (CC09) 0.99 0.71 1.52 2.37 -0.64 -1.08 0.10 2.43 -0.65 0.18 0.59</td>
</tr>
<tr>
<td>TVP-PVAR (CC09) 1.59 1.10 3.22 3.57 -0.57 -1.17 0.35 4.08 -0.61 0.17 1.17</td>
</tr>
<tr>
<td>Univariate benchmarks:</td>
</tr>
<tr>
<td>UCSV 0.96 0.69 2.27 1.19 -0.69 -1.27 -0.25 2.74 -0.43 -0.42 0.48</td>
</tr>
<tr>
<td>TVP-AR 0.78 0.83 1.57 2.43 -0.81 -1.15 0.02 2.37 -0.73 -0.07 0.52</td>
</tr>
<tr>
<td>Multivariate benchmarks:</td>
</tr>
<tr>
<td>PVAR (SSSS) 1.58 1.26 2.74 3.52 -0.61 -1.17 0.16 3.64 -0.48 0.30 0.99</td>
</tr>
<tr>
<td>CS-VAR 1.80 0.98 2.91 3.79 -0.60 -1.00 0.40 4.02 -0.37 0.27 1.22</td>
</tr>
<tr>
<td>BCVAR 1.02 0.80 2.62 1.62 -0.56 -0.94 -0.19 3.09 -0.11 -0.36 0.70</td>
</tr>
<tr>
<td>BVAR 0.83 0.91 1.27 2.69 -0.98 -1.38 -0.33 2.18 -0.67 -0.25 0.43</td>
</tr>
<tr>
<td>DFM 1.81 1.08 2.67 3.58 -0.58 -0.91 0.13 3.80 -0.49 0.05 1.12</td>
</tr>
<tr>
<td>FAVAR 0.78 0.05 2.26 2.39 -1.49 -2.55 -0.74 3.61 -2.25 -0.76 0.13</td>
</tr>
</tbody>
</table>
4 Conclusions

In this paper, we have developed Bayesian methods for estimating large TVP-PVARs and shown them to forecast well in an application involving euro area inflation rates. This development involved the design of plausible hierarchical priors for working with multi-country data which ensure parsimony without mis-specification, and the design of computationally feasible forecasting methods using these priors.
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A Technical Appendix

A.1 Writing the PVAR in triangular form

Before discussing Kalman filter estimation of the model, we briefly prove a standard result in VARs and general systems of equations, that says that under a certain Cholesky ordering, the likelihood of multivariate systems can be written as a collection of independent equations. The time-varying parameter PVAR with stochastic volatility is of the form

\[ Y_t = A_t Y_{t-1} + u_t, \tag{11} \]

where \( u_t \sim N(0, \Sigma_t) \). We allow the Cholesky-like decomposition \( \Sigma_t = B_t^{-1} H_t \left( H_t B_t^{-1} \right)' \) where \( B_t^{-1} \) is the unitriangular matrix

\[
B_t^{-1} = \begin{bmatrix}
1 & 0 & \ldots & 0 \\
\beta_{(2,1)t} & 1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
\beta_{(NG,1)t} & \ldots & \beta_{(NG,NG-1)t} & 1
\end{bmatrix}, \tag{12}
\]

and \( H_t \) is a diagonal matrix of standard deviations. In this case we can solve the PVAR as

\[ Y_t = A_t Y_{t-1} + u_t, \tag{13} \]

\[ = A_t Y_{t-1} + B_t^{-1} \varepsilon_t, \tag{14} \]

where \( \varepsilon_t \sim N(0, H_t) \). Given the triangular structure of \( B_t^{-1} \) described above, we can write the \( i \)-th equation of the PVAR (assuming now that \( i \) doesn’t index only countries, rather all \( NG \) variables in the model) using the following form

\[ Y_{it} = \alpha_{it} Y_{i,t-1} + \beta_{(2,1)t} \varepsilon_{1t} + \ldots + \beta_{(i,i-1)t} \varepsilon_{(i-1)t} + \varepsilon_{it}. \tag{15} \]

\[ ^8 \text{For notational simplicity we illustrate the PVAR(1) without intercept, but our results can obviously be generalized when the RHS is not just } Y_{t-1} \text{ but a more general matrix of the form } Z_t = (1, Y_{t-1}, Y_{t-2}, \ldots, Y_{t-p}, d_t) \text{ where } d_t \text{ might include dummies, exogenous and other deterministic terms.} \]
Using this form it is now more clear how the contemporaneous coefficients $\beta_{(\cdot)t}$ enter in this form as RHS predictors. This formulation converts the likelihood function into a collection of $NG$ univariate likelihoods, where the coefficients across equations are independent (while coefficients within equations might be correlated). However, for our estimation purposes this is not true as the pooling prior of Canova and Ciccarelli (2009) clusters together coefficients from different equations. Therefore, even if the likelihood is independent across equations, this is not true for the prior which makes equation-by-equation inference impossible. In order to deal with this issue, we replace $\varepsilon_{it}$ to $\varepsilon_{(i-1)t}$ with their predicted values from the Kalman filter at iteration $t$, i.e. $\varepsilon_{1(t|t-1)}, \ldots, \varepsilon_{(i-1)(t|t-1)}, \ldots$. In this case, we can write the PVAR in the equivalent SUR form we presented in the text, that is

$$Y_t = X_t'\alpha_t + W_t'\beta_t + \varepsilon_t,$$

where $X_t = I_{NG} \otimes Y_{t-1}$, $W_t$ is the matrix

$$W_t = \begin{bmatrix}
0 & \cdots & \cdots & 0 \\
\varepsilon_{1(t|t-1)} & 0 & \cdots & 0 \\
0 & \varepsilon_{1t}, \varepsilon_{2t} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \varepsilon_{1(t|t-1)}, \ldots, \varepsilon_{((NG-1)(t|t-1))t}
\end{bmatrix},$$

and $\alpha_t = \text{vec}(A_t)$, $\beta_t = (\beta_{(1,1)t}, \ldots, \beta_{(NG,NG-1)t})$.

### A.2 State-space estimation

Given our desire to extend Canova and Ciccarelli (2009) and allow a time-varying covariance matrix $\Sigma_t$ and apply the pooling prior on that covariance matrix we have derived in the main text and in the previous subsection a convenient form of the PVAR.
The full model we can now estimate is of the form

\[ Y_t = X_t' \alpha_t + W_t' \beta_t + \varepsilon_t, \quad (17) \]

\[ \begin{bmatrix} \alpha_t \\ \beta_t \\ \theta_t \end{bmatrix} = \begin{bmatrix} \Xi^\alpha \\ 0 \\ 0 \\ \Xi^\beta \end{bmatrix} \theta_t + u_t, \quad (18) \]

\[ \theta_t = \theta_{t-1} + v_t. \]

We can write more compactly as

\[ Y_t = G_t' \delta_t \varepsilon_t, \quad (19) \]

\[ \delta_t = \Xi \theta_t + u_t, \quad (20) \]

\[ \theta_t = \theta_{t-1} + v_t, \]

where \( G_t = [X_t, W_t] \), \( \delta_t = [\alpha_t, \beta_t] \) and \( \Xi = [\Xi^\alpha, \Xi^\beta] \). Recall also that now \( \varepsilon_t \sim N(0, H_t) \).

The novelty of the Canova and Ciccarelli (2009) approach is to write this hierarchical state-space model that involves one measurement and two state equations into an equivalent, regular form incorporating one measurement and one state equation. As demonstrated in the text, and proven in Canova and Ciccarelli (2009), this equivalent form is

\[ Y_t = \tilde{G}_t' \theta_t \varepsilon_t, \quad (21) \]

\[ \theta_t = \theta_{t-1} + v_t, \quad (22) \]

where \( \varepsilon_t \sim N(0, (I + \sigma^2 G_t' G_t) \times H_t) \). It is this final state-space form that can be estimated trivially using the Kalman filter algorithm of Koop and Korobilis (2013) and the reader is referred to this paper for more details. The only difference is that in the transformed model \( H_t \) is a diagonal matrix so its elements will follow a collection of univariate exponentially weighted moving average (EWMA) models, compared to the case of Koop and Korobilis (2013) who deal with a measurement (VAR) covariance matrix that is non-diagonal and which evolves as a multivariate EWMA model.

Despite the fact that equation (21) we use for estimation is observationally equivalent to the original PVAR form in equation (11), we cannot use the former equation to project iteratively the VAR forecasts. However, once we collect estimates of \( \theta_t, H_t, \sigma_2, \) and
given knowledge of $\Xi$, we can reconstruct the parameters in the original PVAR model in (11). Even when doing predictive simulation in order to calculate predictive likelihoods – a procedure that involves sampling by simulation the future path of $\theta_t$ for periods $t + 1, \ldots, t + h$ – we can still follow a “backward” procedure for recovering $A_{t+1}, \ldots, A_{t+h}$. Once we have the parameters of the simple PVAR form, we can forecast using standard formulas for VARs; see Lütkephol (2005).

B Competing models

B.1 Unobserved Component Stochastic Volatility

The Stock and Watson (2007) unobserved components stochastic volatility (UC-SV) model is a univariate specification that only allows for a time-varying intercept, that is, it is a local level specification of the form

$$Y_{it} = \tau_{it} + \varepsilon_{it},$$  \hspace{1cm} (23)

$$\tau_{it} = \tau_{it-1} + \eta_{it},$$  \hspace{1cm} (24)

for inflation of country $i$ in our dataset. The novelty with this specification is that both the measurement error $\varepsilon_{it}$ and the variance of state error $\eta_{it}$ feature stochastic volatility specifications (hence the full models comprises two more equations describing random walk evolution of these two volatility parameters). This model has been specifically proposed for forecasting inflation \footnote{As a matter of fact, the first authors to suggest such a local level model with stochastic volatilities both in the measurement and state equations were Ball and Cecchetti (1990). These authors propose an interesting specification where both volatilities are a function of past inflation.} but it is a possibly parsimonious and flexible nonlinear specification that can fit other series as well. We fit this model with fairly standard priors that are as diffuse as possible – considering that this is a model where the intercept varies as a random walk and completely diffuse (noninformative) priors, that would only allow the likelihood to fully determine parameter estimates, are not possible. The reader is referred to Bauwens, Koop, Korobilis and Rombouts (2015) for the exact settings used in this model.
B.2 Time-varying parameter autoregression

The time-varying parameter autoregression extends the UC-SV model by allowing autoregressive dynamics, that is, it is of the form

\[ Y_{it} = \beta_{it}x_{it} + \varepsilon_{it}, \tag{25} \]
\[ \beta_{it} = \beta_{it-1} + \eta_{it}, \tag{26} \]

where now \( x_{it} = (1, Y_{it-1}, Y_{it-2})' \) includes both a time-varying intercept and two lags (number of lags fixed for all countries). This model has been found in Pettenuzzo and Timmerman (2017), among others, to be the optimal for forecasting inflation, beating even the UC-SV. Note that typically this model is estimated using stochastic volatility only in \( \varepsilon_{it} \) while the now \( 3 \times 3 \) covariance matrix of \( \eta_{it} \) is assumed to be constant. We fit such a model with fairly standard priors. The reader is referred to Bauwens, Koop, Korobilis and Rombouts (2015) for the exact settings used in this model.

B.3 Stochastic Search Specification Selection for PVAR (SSSS)

The Stochastic Search Specification Selection algorithm of Koop and Korobilis (2016) has been developed to explicitly find certain types of restrictions, namely static interdependencies (SI), dynamic interdependencies (DI), cross-section homogeneities (CSH), which are of interest in panel settings. In our forecasting exercise, we found the DI and SI restrictions important, however, the CSH restrictions did not improve forecasting. In this case we estimate model M2 described in Koop and Korobilis (2016) using their default prior settings, and we refer the reader to the Technical Appendix of that paper for details regarding posterior inference.

B.4 Country-specific vector autoregression (CS-VAR)

The country-specific VAR is defined as the collection of VARs using variables of one country at a time in order to forecast inflation. In this case, these are ten variable VARs using the nine country-specific variables plus the oil price. We estimate a triangular form of this VAR following Carriero, Clark and Marcellino (2016), which allows us to shrink both VAR coefficients and elements of the covariance matrix, and we use their
Markov chain Monte Carlo sampler for estimation. For the VAR coefficients we use a Normal prior with variance $1/r^2$ where $r = 1, \ldots, p$ denotes the lag-length that each parameter belongs to. For covariance elements the prior is also Normal with zero mean and variance one. Variance parameters are estimated using a diffuse prior.

### B.5 Bayesian Compressed Vector Autoregression (BCVAR, and TVP-BCVAR)

Following Koop, Korobilis and Pettenuzzo (2018), the compressed VAR is of the general form (assuming one lag and ignoring intercepts for simplicity)

$$Y_t = B^c (\Phi Y_{t-1}) + \epsilon_t, \quad (27)$$

where $\Phi$ is a $m \times NG$ projection matrix, $B^c$ is an $m \times m$ matrix, where $m$ is the projection dimension. The authors show how to generate $\Phi$ as a “random projection” and then use supervised learning methods to average over many such random projections. The main benefit of this approach is that instead of working with a large VAR with $NG \times NG$ coefficient matrix $A$, one can work with $B^c$ which is lower dimensional (assuming we set $m \ll NG$). The authors discuss about Bayesian inference in the compressed VAR, how to also compress the VAR covariance matrix, and how to extend this to the case of time-varying parameters and stochastic volatility. In this forecasting exercise we use the models $BCVAR_c$ and $BCVAR_{tvp-sv}$ defined in this paper, using their exact prior setting.

### B.6 Large Bayesian VAR with Minnesota Prior (BVAR)

We follow closely Baníbura, Giannone and Reichlin (2010)’s implementation of the Minnesota prior VAR which involves a single prior shrinkage parameter, $\omega$. However, we select $\omega$ in a different manner than Bañíbura, Giannone and Reichlin (2010), and estimate it in a data-based fashion similar to Giannone, Lenza and Primiceri (2015). We choose a grid of values for the inverse of the shrinkage factor $\omega^{-1}$ ranging from $0.5 \times \sqrt{np}$ to $10 \times \sqrt{np}$, in increments of $0.1 \times \sqrt{np}$. At each point in time, we use $BIC$ to choose the optimal degree of shrinkage. All remaining specification and forecasting choices are exactly the same as in Bañíbura, Giannone and Reichlin (2010) and, hence,
are not reported here. In our empirical results, we use the acronym BVAR to refer to this approach.

**B.7 Dynamic Factor Model (DFM)**

The dynamic factor model (DFM) can be written as:

\[
Y_t = \lambda_0 + \lambda_1 F_t + \epsilon_t \\
F_t = \Phi_1 F_{t-1} + \ldots + \Phi_p F_{t-p} + \epsilon^F_t
\]  

(28)

where \( F_t \) is a \( q \times 1 \) vector of factors (with \( q \ll n \)) which contains information extracted from all \( n \) variables, \( \lambda_0 \) and \( \lambda_1 \) are \( n \times 1 \) and \( n \times q \) matrices, and \( \epsilon_t \sim \mathcal{N}(0, \Sigma^Y) \) where \( \Sigma^Y \) is a diagonal matrix. The vector of factors is assumed to follow a VAR(\( p \)) process with \( \epsilon_t^F \sim \mathcal{N}(0, \Sigma^F) \), with \( \epsilon_t \) independent of \( \epsilon^F_s \) at all \( t \) and \( s \). We use principal component analysis to estimate the factors.

We specify the maximum number of factors and lag lengths to be \( q_{\text{max}} = \sqrt{n} \) and \( p_{\text{max}} = 4 \), respectively. Next, at each point in time we use BIC to choose the optimal lag length and number of factors. We use Bayesian methods with non-informative priors to estimate and forecast with this model (note that the law of motion for the common factors in equation (28) is needed to iterate forward the forecasts when \( h > 1 \)).

Note that we tried multi-country versions of the DFM, extracting global and country-specific factors along the lines proposed by Kose, Otrok and Whiteman (2003). However, we have found that the “unrestricted” DFM, that is, the model where factors are extracted from all series of all countries, is consistently performing better in forecasting.

**B.8 Factor Augmented Vector Autoregression (FAVAR)**

We use the Factor-Augmented VAR (FAVAR) of Bernanke, Boivin, Eliasz (2005) dividing \( Y_t \) into a set of primary variables of interest (inflation rates for the 10 countries) which we denote as \( Y^*_t \), and the remainder variables \( \tilde{Y}_t \), and work with the model:

\[
\begin{bmatrix}
F_t \\
Y^*_t 
\end{bmatrix} = B_0 + B_1 \begin{bmatrix} F_{t-1}^* \\
Y^*_{t-1} 
\end{bmatrix} + \ldots + B_p \begin{bmatrix} F_{t-p}^* \\
Y^*_{t-p} 
\end{bmatrix} + \epsilon_t^*.
\]  

(29)
The vector \((F'_t, Y^*_t)'\) is assumed to follow a VAR\((p)\) process with \(\tilde{\epsilon}_t \sim \mathcal{N}\left(0, \Sigma_{\tilde{Y}}\right)\), 
\(\epsilon^*_t \sim \mathcal{N}\left(0, \Sigma^*\right)\), 
\(E\left(\tilde{\epsilon}_t \epsilon^*_s\right) = 0\) for all \(t\) and \(s\) and 
\(E\left(\epsilon^*_t \epsilon^*_s\right) = E\left(\epsilon^*_t \epsilon^*_s\right) = 0\) for all \(s \neq t\). 
As with the DFM model, we rely on principal component methods to extract the factors \(F_t\), and select the optimal number of factors \(q\) and the lag length \(p\) using BIC, where we also allow \(q^{\text{max}} = \sqrt{n}\) and \(p^{\text{max}} = 4\). We use Bayesian methods with non-informative priors to forecast with this model.