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Abstract
Economists are increasingly using primes that make group identity salient to overcome the inferential limitations of behavioral quasi-experiments involving pre-existing groups (e.g., males vs. females). However, while priming group identity provides powerful means for identifying a causal effect of group membership on individuals’ preferences, so far, there has been little methodological reflection on the use of identity primes to identify the causes of group differences in preferences. This note’s main contribution is to offer a framework for thinking systematically about the treatment effects of priming individuals’ group identity and the identification of specific group traits explaining differences in preferences or behavior between pre-existing groups. The framework sets a high bar for studying the causes of group differences in preferences using identity primes but we clarify its usefulness using concrete examples.
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1. Pre-Existing Groups and Experiments as Measurement Tools

This methodological note provides a systematic discussion of the conditions under which researchers are able to offer clean identification of the causes of differences in behavior or preferences between pre-existing groups, for instance, males vs. females (Croson and Buchan 1999; Eckel and Grossman 2008; Gneezy et al. 2009; Gong et al. 2015; Visser and Roelofs 2011) or Western vs. non-Western cultures (Cason et al. 2002; Gächter et al. 2010; Henrich et al. 2001; Oosterbeek et al. 2004; Roth et al. 1991). A large literature exists that insightfully applies experimental games and other choice situations to study a range of economic issues. Croson and Gächter (2010) list various ways in which experiments contribute to economic research by testing theoretical predictions, by providing abstract behavioral models and by helping the refinement of existing theories and the construction of new theories. In addition, experiments can act as a measurement tool, meaning that experiments provide a rigorous means for measuring individuals’ preferences and, particularly, group differences therein (see, also, Guala 2008 and Plott and Smith 2008, p. xi). Camerer and Fehr (2004) provide detailed guidelines for the use of experimental economic games to measure and compare preferences across different human groups identified beforehand.

As illustrated by a substantial body of research, different games can be used—for example dictator games, trust games or coin tossing games—and the main challenge for researchers is to create matched samples for each distinct group considered. If selected samples do not diverge on the most important (economic) parameters, any difference in choice behavior observed for the groups demonstrates group differences in preferences (of course, we equate preferences with behavior and vice versa). In practice, researchers most often aggregate experimental behavior and compare average scores across groups to examine the extent to which preferences differ between these groups. Alternatively, data on experimentally elicited behaviors can be used to estimate a generic utility function but with specific parameters that are allowed to vary across groups (see, for example, Andersen et al. 2008; Bellemare et al. 2008; Von Gaudecker et al. 2011).

An important distinction between the use of experiments as a measurement tool or as a means for
testing, refining and constructing economic models and theories is that the nature of the scientific inference substantiated by the results of the experiments is different. In the latter case, there would typically be random assignment and therefore clean identification of causal effects. In the former case, however, the experimental results come in the form of measured differences between pre-existing groups, say American students and Chinese students, but without identification of the causes underlying any observed differences between the groups. The classic difference is between true experiments and quasi-experiments, where the former requires random assignment to treatment, which is not achieved when groups are pre-existing and one simply compares average (game) behavior in one group with average (game) behavior in another group (Shadish et al. 2002). As an example, consider an experiment on Sino-American differences in preferences. In this case, identifying the causal effect of being American or Chinese on individuals' preferences would require the researcher to assign subjects randomly to be either American or Chinese, which is not possible (Berry 2002; Burnham and Kurzban 2005; Van de Vijver and Leung 1997; Van Hoorn 2012). However, without such random assignment the evidentiary basis for claiming that any observed differences are causally due to an individual being American or Chinese remains as strong (or weak) as it would be in any quasi-experimental research design (Burnham and Kurzban 2005; Campbell and Cook 1979).

2. From Measuring Group Differences to Explaining Group Differences

Studies that use behavioral experiments as a measurement tool typically provide some sort of quantification of observed behavioral differences between pre-existing groups, which allows them to address the question whether and to what degree the groups considered exhibit different preferences. The majority of the literature on gender or cross-cultural differences in preferences follow this format (Cason et al. 2002; Croson and Buchan 1999; Eckel and Grossman 2008; Gächter et al. 2010; Gneezy et al. 2009; Gong et al. 2015; Henrich et al. 2001; Oosterbeek et al. 2004; Roth et al. 1991; Visser and Roelofs 2011). The literature is not limited to considering these specific groups, however, and several other interesting social groups have been considered as well, including children (Harbaugh et al. 2002), elderly (Charness
and Villeval 2009), economics students (Marwell and Ames 1981), finance professionals (Haigh and List 2005), car mechanics (Beck et al. 2014) and CEOs (Fehr and List 2004). More importantly, the inferential limitations of such quasi-experimental evidence on group differences that we discussed above are increasingly well recognized. Several studies have thus worked on moving beyond measurement to provide a causal account of experimentally observed behavioral differences or differences in preferences between groups.

Following a large literature in cross-cultural psychology (Bond and Van de Vijver 2011; Leung and Van de Vijver 2008; Matsumoto and Yoo 2006; Poortinga 2016), two main approaches for strengthening the inferential power of experiments involving pre-existing groups and identifying the causes of group differences in preferences can be discerned. The first is the use of primes to make group identity salient among the members of the specific groups considered, what can be called the identity-priming or “systematic contrast” approach (Leung and Van de Vijver 2008, p. 154). Priming group identity allows researchers some degree of control over group membership, providing a means to create randomization and realize a research design that is closer to truly experimental (Shadish et al. 2002) even in situations where group membership itself is not randomized. When using identity primes, behavioral differences between group members that have received the identity prime and group members that have not received the identity prime can be validly interpreted as reflecting the causal effect of belonging to this specific group on individuals’ preferences. Benjamin et al. (2010) is an example of a study taking the identity-priming approach, finding that priming Asian identity of Asian-Americans had a positive effect on subjects’ time preferences. Similarly, Benjamin et al. (2016) primed individuals belonging to different religious denominations with their religious identity, finding that the prime affected preferences in some domains, for instance, risk aversion but not others. Two other examples are the studies by Cohn et al.

1 Note that cross-cultural psychology has a long-standing interest in quantifying and explaining group differences in such constructs as attitudes or value orientations, which resonates with economists’ interest in analyzing group differences in preferences.
(2014) and Cohn et al. (2015). The former study primed bankers with their professional identity, finding that this prime increased cheating in a coin tossing game. The latter study primed the criminal identity of inmates, also finding a positive effect on cheating in a coin tossing game.

The second approach for strengthening the inferential power of experiments involving pre-existing groups involves the use of additional data or evidence to provide further analysis of the experimentally observed group differences and argue a specific (causal) interpretation of these differences. This approach can be called the “co-variate” approach (Leung and Van de Vijver 2008, p. 154). Assuming one’s sample comprises a sufficiently large number of groups, one can use regression analysis to provide some evidence on the reason why different groups, on average, behave differently. Herrmann et al. (2008) is an example of a study taking the co-variate approach, presenting correlations between cross-country differences in anti-social punishment and various indicators of national culture. In similar fashion, Gächter and Schulz (2016) find that cross-country differences in dishonest game behavior correlate with the historical prevalence of political fraud, tax evasion and corruption in these countries. Another example is the study by Voors et al. (2012), which finds that differences in experimentally elicited risk, time and altruistic preferences among regions in Burundi correlate with differences in the history of violent conflict in these regions. Finally, Apicella et al. (2014) find that living in an isolated region or not predicts differences in the strength of the experimentally observed endowment effect among different groups of Hadza Bushmen in Northern Tanzania.

3. Omitted Variables and Identification of the Causes of Group Differences

Both the identity-priming approach and the co-variate approach provide researchers with interesting tools for pushing the causal inferences substantiated by experiments involving pre-existing groups. At the same time, however, these two approaches are not a panacea, as their ability to offer causal understanding of the factors driving behavioral differences between groups can still be limited (Leung and Van de Vijver 2008). In the first part of this section we elaborate the major threat to clean identification of the causes of differences in preferences in both co-variate studies and identity-priming studies, which boils down to a
potential omitted variable bias. As the potential for omitted variable bias is most obvious in co-variate studies, I consider the problem in the context of this type of studies first, before elaborating the potential relevance of omitted variables in identity-priming studies. The second part of this section draws on ideas behind instrumental variable analysis to offer a framework for thinking systematically about omitted variables bias in identity-priming studies and the use of identity primes to identify the causes of differences in preferences between pre-existing groups.

3.1. Omitted variables and the sources of behavioral differences between groups

As indicated, the co-variate approach involves taking data on preferences rigorously measured using experiments and relating these data to other data (Leung and Van de Vijver 2008). In practice, the co-variate approach tends to involve estimating a regression model with experimentally observed behavior as the dependent variable and other measures, for example national culture indicators (e.g., Herrmann et al. 2008), as independent variables. The problem of omitted variable bias subsequently occurs naturally in this situation in the same way that it does in any observational study. There are many possible factors that, in principle at least, can account for systematic differences in experimentally observed behavior and it is not feasible to specify a regression model that does not allow for alternative explanations of the observed variance. Thus, for instance, national culture may be found to correlate with country differences in preferences but based on the results of the regression analysis alone we are not able to rule out that a factor other than culture is driving this relationship. In many cases, the ability of a co-variate study of group differences in preferences to reduce the problem of omitted variables is also limited because the number of groups considered is relatively small (Matsumoto and Yoo 2006). The study by Herrmann et al. (2008), for instance, considers individuals from 16 countries while the study by Apicella et al. (2014) compares eight different groups of Hadza Bushmen.

Whereas the concern for an omitted variable bias is relatively obvious when using the co-variate approach to studying group differences in preferences, this concern is more subtle when using the identity-priming approach. The rationale for applying an identity prime is to create some randomness
concerning individuals’ membership to specific human groups, even among individuals that belong to the same pre-existing group. The identity prime is thereby intended to make group membership more salient compared to a control group that has not received the identity prime. At the same time, the prime itself is randomly assigned, meaning that also the salience of group membership is random across individuals (even though, as indicated, strictly speaking, the individuals still belong to the same human group). Used in this way, the identity-priming approach has no difficulty offering clean causal identification of the effect that group membership can have on individuals’ preferences. The problem of omitted variable bias becomes relevant, however, when taking the next step, which is to identify the causes of group differences in preferences, i.e., to identify the specific group-level traits that explain why certain groups are, say, more risk averse than other groups are. Identity primes work to make group membership salient in a way that can affect behavior. It is not clear, however, exactly which feature of individuals’ groups is made salient by this prime (Leung and Van de Vijver 2008). An omitted variable bias can thus occur because priming individuals’ group identity can make multiple distinct group-level traits salient at the same time, all of which could account for a found treatment effect (Schwarz and Strack 1981). Hence, without additional information it is not possible to identify exactly what it is about groups or group membership that makes that individuals belonging to some human groups behave so differently from individuals belonging to other human groups, e.g., men vs. women or Americans vs. Chinese.

3.2. Identification of the causes of group differences in preferences

The above discussion introduced the problem of omitted variable bias as a threat to the ability of co-variate and identity-priming studies to identify the causes of group differences in preferences. A logical next step is to consider ways of addressing this problem. In case of a co-variate study, the textbook suggestion for addressing omitted variable bias is to use instrumental variable analysis (Greene 2003). When we have an explanatory variable (X) that is supposed to have a causal effect on observed group differences in preferences (Y), the approach is to instrument variable X with a variable Z that affects variable X but has no direct effect on the dependent variable Y. Instrument Z would be a valid instrument,
meaning an instrument that can effectively address omitted variable bias, if it satisfies the following two criteria:

1. The instrument \( Z \) correlates with explanatory variable \( X \), what is known as the \textit{inclusion} restriction;

2. The instrument \( Z \) does not correlate with any other variables affecting the dependent variable \( Y \), what is known as the \textit{exclusion} restriction.\(^2\)

In case of an identity-priming study, in contrast, the potential for omitted variable bias is much less recognized and a textbook solution absent. However, the ideas underlying instrumental variable analysis appear illuminating also for thinking about omitted variables bias and possible threats to clean identification in identity-priming studies. Identifying the causes of group differences in preferences—which is different from showing any causal effect of group membership on individuals’ preferences—requires that we are able to identify exactly which group-level trait or traits are driving the observed treatment effect of the group identity prime. We think that a group identity prime is, in principle, able to provide such clean identification of causes. However, we also think that this requires that the prime only affects behavior of individuals belonging to different groups through the specific channel or trait proposed by the researcher. This requirement, in turn, suggests two criteria that need to be satisfied, akin to the criteria determining the validity of an instrument in instrumental variable analysis:

1. The identity prime needs to affect the salience of a specific trait of the group, for example, a specific cultural trait;

2. The identity prime may only affect the salience of this specific trait of the group and not one or more other traits of the group.

Emphasizing the link between these criteria and instrumental variable analysis, we can think of these two criteria as an \textit{inclusion criterion for identity primes} (Criterion 1) and an \textit{exclusion criterion for identity primes} (Criterion 2). More importantly, we think that, together, these two criteria help set the stage for

\(^2\) In formal terms, we can think of the model \( Y = \beta_0 + \beta_1 X + \varepsilon \) and state these two restrictions as \( \text{Cov}(Z,X) \neq 0 \) (inclusion) and \( \text{Cov}(Z,\varepsilon) = 0 \) (exclusion), where \( \varepsilon \) is the error term.
thinking systematically about how identity primes can substantiate causal inferences concerning the sources of group differences in preferences. As indicated, making group identity salient works like a black box and typically does not involve specific group-level traits that help explain observed differences in preferences between groups (Leung and Van de Vijver 2008; Schwarz and Strack 1981). However, as we discuss in more detail in the next section, considering the specific group-level trait(s) made salient by a particular group prime would be helpful in identifying as exactly as possible the source(s) of differences between groups.

To conclude this section let us note explicitly that the bar set by the proposed inclusion and exclusion criteria for group identity primes is rather high. Instrumental variable analysis already faces important challenges in establishing the validity of an instrument. The exclusion restriction in particular is difficult to satisfy, as any evidence showing that a given instrument satisfies this restriction is itself subject to omitted variable bias. For identity primes, however, the challenge would be higher still, as in this case also satisfaction of the inclusion criterion is not necessarily easily shown.

4. Group Identity Primes and Clean Identification in Practice

4.1. Distinguishing between alternative explanations for identity-priming effects

Our goal in proposing an inclusion and exclusion criterion for identity primes is not to invalidate prior work but to facilitate thinking about identification and the making of causal inferences about the sources of group differences in preferences. The essence of the potential for omitted variable bias in identity-priming studies is that room remains for multiple inferences concerning the factor that is driving the observed treatment effect of the identity prime. If the goal is rigorous measurement of group differences in preferences, a quasi-experimental research design suffices and there is no point in creating randomization using an identity prime (cf. Burnham and Kurzban 2005). Similarly, if the goal is not explanation but to show that group membership has a causal effect on individuals’ preferences, a simple identity prime suffices and there is no need to think about whether or not the inclusion and exclusion restrictions for identity primes are satisfied. Oftentimes, however, the goal is to explain differences in
preferences between groups, in which case one needs to be able to identify specific causal factor and rule out other factors as driving the results.

To illustrate the issue let us first use a hypothetical example and then a real-world example. For the hypothetical example, consider Asian-American differences in preferences in a sample of undergraduate students at a university in the U.S. (cf. Benjamin et al. 2010). Aggregating experimentally elicited behaviors and comparing averages, we can determine the degree to which these two groups have different preferences concerning, for instance, risk. In addition, considering the treatment effect of a group-identity prime we can establish that the observed differences in preferences are, in fact, causally due to individuals’ membership of either the Asian or the American group. What cannot be established merely on the basis of the observed effect of an Asian or American identity prime, however, is the specific source of the effect of being Asian or American on individuals’ preferences. Culture, for instance, would seem a theoretically highly plausible explanation for observed Asian-American differences. Alternative (non-cultural) explanations are also possible, however, and cannot be rejected using the available evidence, i.e., on the basis of the observed effect of the identity prime. Consider, for instance, the possibility that the identity prime triggers individuals’ awareness of the social status of their group relative to native-borns, which are the dominant group in terms of social status. In this case, we may find an effect on risk preferences but not (only) because of Asian culture but (also) because making their low social status salient affects people’s willingness to take risks, as found by Mishra et al. (2015) and Payne et al. (2017), among others.

The second, real-world example helps show that the challenge to distinguish between alternative explanations for found priming effects is not just theoretical but both scientifically and societally relevant. The real-world example that seems most suitable for this purpose is Cohn et al.’s (2014) study of the effect of bankers’ professional identity on dishonesty that me mentioned earlier. The reason is twofold, namely that Cohn et al.’s (2014) study speaks to a prominent societal debate—the business culture in the financial sector and its role in the global financial crisis (Financial Crisis Inquiry Commission 2011; Stiglitz et al. 2010; Van Hoorn 2015a)—and that this study has received much critical follow-up (Stöckl
The concern in the latter studies is that Cohn et al.’s (2014) main claim that the culture that exists in the banking sector promotes dishonest behavior is not necessarily substantiated by the finding that priming bankers’ identity increases cheating in a coin tossing game. More in particular the concern is that this identity prime does not provide clean identification of an effect of business culture, while various alternative explanations of the observed priming effect appear at least equally plausible. Both Van Hoorn (2015b) and Vranka and Houdek (2015), for instance, propose that priming bankers’ professionals identity activates a negative stereotype about the profession’s honesty, which, in turn, is likely to have a negative effect on honesty in a laboratory game. As Cohn et al. (2013, p. 1) put it in an early version of the study published as Cohn et al. (2015): “a person’s identity can change if society treats him or her as a criminal, leading to the adoption of behavioral propensities consistent with the criminal label.” Meanwhile, it seems unlikely that the treatment effect of making inmates’ criminal identity salient reported by Cohn et al. (2013, 2015) is a cultural phenomenon that is caused by the specific culture that exists among inmates.

4.2. Priming for explanation

The two examples above naturally raise the issue of what can be done to strengthen clean identification of the causes of group differences in preferences using identity primes. This issue is also the point of the inclusion and exclusion criterion for identity primes that we introduced in the previous section. Hence, the short response to this issue is that we cannot rely on observing a treatment effect of an identity prime alone and also need to assess the degree to which the particular prime used satisfies the inclusion and exclusion criterion for identity primes. The more plausible it is that the identity prime affects the salience of a specific trait of the group and only this trait, the stronger the evidence that this specific trait is a significant cause of observed group differences. Still, how to go about making this assessment in practice is an important open question. Hence, to complete the discussion of clean identification and explanation of group differences in preferences presented in this paper, below we consider some specific things that would help argue that the inclusion and exclusion criterion for identity primes are sufficiently satisfied.
Focusing on the satisfaction of the inclusion criterion for primes, we find that an important piece of evidence that would increase confidence that this criterion is satisfied is if the prime is not generic but seems narrower, targeting a specific feature of a group. A generic prime would make the whole of individuals’ Asian identity salient, for instance, while a narrower prime might succeed in making only distinctively Asian collectivistic cultural tendencies salient (see Oyserman and Lee 2008 for a review of research using group primes that target specific dimensions of societies’ culture). Considering the nature of the prime, generic vs. specific, researchers can be more or less confident about the channel through which the prime affects behavior and hence about the causes of the observed effect of the identity prime. More definitive evidence on the satisfaction of the inclusion criterion would involve additional data showing that the prime indeed makes particular group-level traits salient (in addition to affecting individuals’ behavior or preferences). The study by Payne et al. (2017) is a nice example of how to go about this. They hypothesized that low social status increases risk taking because upward social comparison affects individuals’ perceived needs and designed their research so that it involved experimental evidence not only of manipulated social status affecting risk taking but also of manipulated social status affecting perceived needs (measured using self-reports). In principle, any identity-priming study can collect additional data, notably self-reports, that could help identify the specific group-level trait that is made salient by the prime used, thus strengthening the study’s inferential power.

Focusing on the satisfaction of the exclusion criterion for primes, we find that increasing confidence that this criterion is satisfied is best served by collecting additional data. As is the case for the exclusion restriction in instrumental variable analysis, satisfaction of the exclusion criterion for group identity primes cannot be proven. Drawing on additional data it is possible, however, to show that a particular identity prime does not have an effect on certain group traits. When interested in the effect of Asian culture on risk preferences, for instance, it is possible to examine how the Asian identity prime affects subjects’ subjective social status or perceived needs, among others. If the prime does not affect such measures, while the prime does affect risk preferences, we can safely conclude that the observed treatment effect of the prime does not occur because the prime increases subjects’ awareness of their low
social status vis-à-vis native-borns. Overall, we find that there are several feasible and convincing ways in which identity primes can be relied upon to argue specific explanations of differences in preferences between pre-existing groups. Hence, even though there is plenty reason to take the potential for omitted variable bias in identity-priming studies seriously, there is no need for pessimism.

5. Discussion

Being able to distinguish between different explanations for a phenomenon matters because different explanations support different views on how the world works. Whether, say, male-female differences in preferences are mostly the result of social norms concerning gender roles or mostly a biological phenomenon will shape how one views, for instance, the male-female gap in wages or authority attainment. Moreover, depending on the source of male-female differences in preferences, government policies aimed at reducing gender disparities are more or less effective. Setting a quota for female board members may, for instance, contribute to changing gender norms but is unlikely to overturn biological differences between the sexes.

Still, an obvious concern with using an inclusion and exclusion restriction for group identity primes is that these criteria are too strict, raising the bar for clean identification in the context of experiments involving pre-existing groups too highly. Specifically, a most natural argument against the usefulness of considering two criteria that originated as a way of strengthening the inferential power of observational studies is that this would lead to a disregard of the many other important advantages offered by experimental research designs vis-à-vis observational research designs. We agree in the sense that we do not advocate holding experimental studies to higher standards, while giving a pass to studies facing even worse problems in identifying the causes of group differences in preferences. We disagree, however, in the sense that we do not think that having important advantages over other methods means we should not reflect on the use of identity primes for causal identification at all. Rather than invalidating identity-priming studies, the inclusion and exclusion restriction for group identity primes should facilitate systematic thinking about the conditions under which researchers can rely on priming to identify specific
causes of group differences in preferences. More generally, this paper is not meant as the final answer on how to go about the experimental study of group differences in preferences. Omitted variable bias appears an important issue in the experimental study of group differences between pre-existing groups and we therefore only intend this paper as providing a helpful starting point for future work contributing to the pushing of the causal inferences substantiated by behavioral experiments involving different human groups.
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