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Abstract

This study attempts to model and forecast net FDI inflows in Zimbabwe over the next 2 decades. Spanning from 1980 – 2017, annual time series data for net FDI inflows in Zimbabwe was used. The ADF test indicates that FDI data is I (1). The study identifies the minimum AIC value and subsequently presents ARIMA (1, 1, 1) model as the optimal model to forecast FDI in Zimbabwe. The ADF test also indicates that the residuals of the ARIMA (1, 1, 1) model are I (0), thus confirming its adequacy. A diagnosis of the inverse roots of AR/MA polynomials confirms that our estimated model is stable. The predicted net FDI inflows over the next 2 decades show a relatively poor and unimpressive growth trend. Amongst the main policy prescriptions, the study recommends that policy makers in Zimbabwe ought to come up with investor – friendly policies in order to attract the much needed FDI.
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1. INTRODUCTION & BACKGROUND

Foreign Direct Investment (FDI) is defined as an investment that involves a long term relationship, interest and management influence by a resident of one economy (foreign direct investor / parent enterprise) in an enterprise residing in an economy other than that of the foreign direct investor (Prasanna, 2015). FDI, as defined by Park (2003); is the flow of capital from a foreign country to a host country to control assets, establish production or service facilities and to conduct business activities. FDI, according to Abdul & Al-Samarrai (1998); is defined as an investment that arises when the investor in the mother country invests in another country with an intention to have control on how to manage and run it. FDI is critical in the development of any economy in the sense that it transfers financial resources, technology and innovative & improved management strategies along with raising productivity. Studies such as Firebaugh (1992), Romer (1993), Borensztein et al (1998), Mello (1999), Fry (1999), Khan (2007), Quader (2009), Azam (2010) and Pradhan et al (2011) amongst others indicate that there is a positive relationship between FDI and economic growth. In Zimbabwe, authors such as Mafusire (2004), Gwenhamo (2009), Chingarande et al (2012), Moyo (2013), Sikwila (2014) and Muzurura (2016a & b) confirm that there is a positive relationship between FDI and economic growth. However, studies such as Udomkerdmongkol & Morrissey (2008); argue that there is negative relationship between FDI and economic growth.

In absolute terms FDI inflows to the Sub – Saharan Africa region have increased since the start of 1990s (UNCTAD, 2004). The value of FDI to the region rose from US $36.7 billion in 1990 to a level of US $108.5 billion in 2000, and stood at US $474 billion as at 2013 (World Bank, 2015). However, Zimbabwe has not benefited from the FDI inflows into the region (Muzurura, 2016b). While other Southern African countries such as Mozambique and Zambia attract billions of US dollars in FDI, Zimbabwe struggles to receive only one tenth of a million US dollars in FDI per annum. This study, whose objectives are three – fold, namely: to check the stationarity of the FDI series, to select the best ARIMA model and to forecast net FDI inflows for Zimbabwe over the next 2 decades; actually differs from the previous Zimbabwean studies2 on FDI simply because it is the first of its kind. No study has been done so far to forecast FDI in Zimbabwe using ARIMA models. In this study, I employ the Box – Jenkins ARIMA approach not only due to its simplicity but also for its appropriateness with regards to my sample size. The best fit model is then used to forecast Zimbabwe’s expected annual net FDI inflows for the next 2 decades. The rest of the

---

1 2018 – 2037.
The Hecksherg–Ohlin model, postulated by Hecksher & Ohlin (1919); basically argues about international differences in labor, labor skills, physical capital or land that create productive differences that help explain why trade happens. This theory avers that countries will import products that use their limited factors and export these products that use their abundant and cheap factors of production. The Product Life Development theory postulated by Raymond & Vernon (1966); argues about the shift of international trade and international investment. The theory basically avers that a product goes through 4 stages, namely: the innovative, take off, maturity and decline. At the beginning, that is; the initial stage, firms are mainly focused on the domestic market, but as the product matures; firms begin to export to other countries. Innovative firms at this stage enjoy the profits of the sales of their newly invented products until rival firms duplicate and start producing the same product. The Eclectic Paradigm postulated by Dunning (1981); offers the reasons why enterprises decide to go global and these are ownership, locational and internationalization. Ownership advantages allow enterprises to diversify their technologies, brand recognition and unique product qualities. Locational advantages are privileges related to cheap resources, favorable exchange rates and conducive regulations which may not be available in their home countries. The internalization advantages, as noted by Vernon (1966) and Dunning (2001); arise from exploiting imperfections in external markets, and reduction of state – generated imperfections such as tariffs, foreign exchange controls and subsidies. Zimbabwe, as already mentioned in Nyoni & Bonga (2017); is a landlocked country, blessed with natural resources that are in abundance and these include rich mineral deposits, arable tracks of land, flora and fauna, abundant sunlight and water. This is one of the reasons why international enterprises would want to invest in Zimbabwe. However, issues of corruption, poor governance and macroeconomic instability keep on hindering the smooth flow of FDI into Zimbabwe.

**Empirical Literature Review**

Al-Abdulrazag & Bataineh (2007) forecasted FDI inflows into India using ARIMA models, hinged on the Box – Jenkins technique; over the period 1976 – 2003 and found out that there is an expected increase of FDI volumes over the period 2004 – 2025. Biswas (2015) studied net FDI inflows in India using the Box – Jenkins ARIMA model over the period 1992 – 2014 and found out that FDI in India is following an increasing trend over the forecasted period (2015 – 2034). In yet another Indian study, Dhingrag et al. (2015) analyzed foreign institutional investment inflows using the ARIMA models (based on the Box – Jenkins methodology) over the period January 2004 to September 2012 and found out that various AR terms and MA terms influence the current inflow or out flow of foreign institutional investment. Prasanna (2015) modeled and forecasted FDI inflows into SAARC using ARIMA models (based on the Box – Jenkins approach) over the period 1970 – 2012 and found out that the total value of FDI expected for the next 25 years (2013 – 2037) is US $1672895.8 million and average FDI expected for the next 25 years is US $66915.81 million for SAARC. Closer to home and more recently, in Zambia, Jere et al. (2017) forecasted FDI inflows using ARIMA models (based on the Box – Jenkins technique) over the period 1970 – 2014 and found out that there will be a gradual increase in annual net FDI inflows of about 44.36% by 2024 in Zambia. Our empirical literature review indicates that no similar study has been done in Zimbabwe so far. This study is not the end of the road but the beginning of a series of scientific enquiries into understanding the dynamics of FDI inflows in Zimbabwe.

3. **MATERIALS & METHODS**

**Empirical Model Building & Estimation**

**The Moving Average Process**

Given that $\mu_t$ is a purely random process with mean zero and variance $\sigma^2$, then a process $F_{DI}$, defined by equation one below:

---

3 These theories let us understand why FDI exists.
4 already discussed in Nyoni (2017).
\[ FDI_t = \gamma_0 \mu_t + \gamma_1 \mu_{t-1} + \ldots + \gamma_z \mu_{t-z} \]  

is operationally known as a Moving Average (MA) process of order \( z \) and is technically denoted by MA (\( z \)), where \( FDI_t \) represents net Foreign Direct Investment inflows at time \( t \), \( \gamma_0 \ldots \gamma_z \) are estimation parameters, \( \mu_t \) is the current disturbance while \( \mu_{t-1} \ldots \mu_{t-z} \) are past disturbances. Equation two below:

\[ FDI_t = \gamma_0 \mu_t + \gamma_1 \mu_{t-1} + \ldots + \gamma_z \mu_{t-z} \]  
is thus an MA process of order one [MA (1)]. Because the past errors are unobserved variables, we scale them such that \( \gamma_0 = 1 \). Since:

\[ E (\mu_t) = 0 \]  

for all \( t \), implies that:

\[ E (FDI_t) = 0 \]  

and:

\[ Var (FDI_t) = (\sum_{i=0}^{z} \gamma_i^2) \sigma^2 \]  

Equation five holds water on the basis that \( \mu_t \) are independent with a common variance \( \sigma^2 \). Therefore, equation one can be re-specified as:

\[ FDI_t = \mu_t + \gamma_1 \mu_{t-1} + \ldots + \gamma_z \mu_{t-z} \]  
The above equation can be re-written as:

\[ FDI_t = \sum_{i=1}^{z} \gamma_i \mu_{t-i} + \mu_t \]  
Using the lag operator, \( L \); equation seven would be written as:

\[ FDI_t = \sum_{i=1}^{z} \gamma_i L^i \mu_t + \mu_t \]  

or as:

\[ y(L) FDI_t = \mu_t \]  
where:

\[ y(L) = \phi(L)^5 \]  

An Autoregressive Process

The process \( FDI_t \) given by equation eleven below:

\[ FDI_t = a_1 FDI_{t-1} + a_2 FDI_{t-2} + \ldots + a_r FDI_{t-r} + \mu_t \]  
is operationally known as an Autoregressive (AR) process of order \( r \) and is technically denoted by AR (\( r \)), where \( a_1 \ldots a_r \) are estimation parameters, \( FDI_{t-1} \ldots FDI_{t-r} \) are previous period values of the FDI series and \( \mu_t \) is as previously defined. Equation eleven can be written as:

\[ FDI_t = \sum_{i=1}^{r} a_i FDI_{t-i} + \mu_t \]  
The above equation may also be represented as:

\[ FDI_t = \sum_{i=1}^{r} a_i L^i FDI_t + \mu_t \]  

or

\[ a(L) FDI_t = \mu_t \]  
where:

\( ^5 \) Defined in equation (22)
We can also re-write equation eleven as follows:

\[ FDI_t = (a_1 L + a_2 L^2 + \ldots + a_r L^r) FDI_t + \mu_t \]  \hspace{1cm} (16)

Therefore, equation seventeen below:

\[ FDI_t = (a_1 L) FDI_t + \mu_t \]  \hspace{1cm} (17)

is an AR process of order one [AR (1)].

### The ARMA process

Box & Jenkins (1976) combined the autoregressive and moving average terms in order to come up with an ARMA model. In this study, rather than simply relying on either MA (z) or AR (r) models; I derive a more advanced model, in the name of an ARMA (r, z) process; which is a combination of AR (r) and MA (z) processes. Hence, combining equations one and eleven; an ARMA (r, z) process can be specified as follows:

\[ FDI_t = a_1 FDI_{t-1} + \ldots + a_r FDI_{t-r} + \mu_t + \gamma_1 \mu_{t-1} + \ldots + \gamma_z \mu_{t-z} \]  \hspace{1cm} (18)

Similarly, by combining equations seven and twelve; equation eighteen can also be represented in form below:

\[ FDI_t = \sum_{i=1}^r a_i FDI_{t-i} + \sum_{i=1}^z \gamma_i \mu_{t-i} + \mu_t \]  \hspace{1cm} (19)

We can as well specify equation eighteen as follows:

\[ \phi(L) FDI_t = \Theta(L) \mu_t \]  \hspace{1cm} (20)

where \( \phi(L) \) and \( \Theta(L) \) are polynomials of orders r and z respectively, simply defined as:

\[ \phi(L) = 1 - a_1 L - a_2 L^2 - \ldots a_r L^r \]  \hspace{1cm} (21)

\[ \Theta(L) = 1 + \gamma_1 L + \gamma_2 L^2 + \ldots + \gamma_z L^z \]  \hspace{1cm} (22)

The ARMA (r, z) can only be used for stationary time series data. However, in reality, many time series are non-stationary since they usually contain trends and or seasonal patterns. This implies that, from an application point of view; ARMA models are not appropriate for describing non-stationary time series; and for such reasons, this study proposes an ARIMA model, which is simply a generalization of an ARMA model to account for the case of non-stationarity.

### The ARIMA process

Making prediction in time series using a univariate approach is best done by employing the ARIMA models (Alnaa & Ahiakpor, 2011). A stochastic process \( FDI_t \) is called an Autoregressive Integrated Moving Average (ARIMA) \([r, d, z]\) process if it is I (d) and the d times differenced process has an ARMA \((r, z)\) representation. ARIMA models, according to Box & Jenkins (1974); are a set of models that describe the process (e.g. \( FDI_t \)) as a function of its own lags and white noise process. If the sequence, \( \Delta^d FDI_t \) satisfies an ARMA \((r, z)\) process; then the sequence of \( FDI_t \) also satisfies the ARIMA \((r, d, z)\) process such that:

\[ \Delta^d FDI_t = \sum_{i=1}^r a_i \Delta^d FDI_{t-i} + \sum_{i=1}^z \gamma_i \mu_{t-i} + \mu_t \]  \hspace{1cm} (23)

which can also be simply represented as:

\[ \Delta^d FDI_t = \sum_{i=1}^r a_i L^i FDI_t + \sum_{i=1}^z \gamma_i L^i \mu_t + \mu_t \]  \hspace{1cm} (24)

---

6 Defined in equation (23)

7 The family of univariate time series models is not complete without a third element, orders of integration (Wang, 2009).
Where $\Delta$ is the difference operator, vector $\alpha \in \mathbb{R}^r$ and $y' \in \mathbb{R}^c$, everything else remains as previously defined.

**The Box-Jenkins Methodology**

Box & Jenkins (1970) developed a practical approach to build ARIMA model, which best fit to a given time series and also satisfy the parsimony principle. Their concept has fundamental importance on the area of time series analysis and forecasting (Lombardo & Flaherty, 2000; Zhang, 2003). The Box–Jenkins approach does not assume any particular pattern in the historical data of the series to be forecasted but rather, it uses a three step iterative approach of model identification, parameter estimation and diagnostic checking to determine the best parsimonious model from a general class of ARIMA models (Box & Jenkins, 1970; Lombardo & Flaherty, 2000; Zhang, 2003). The Box–Jenkins technique is diagrammatically shown below:

1. **Differencing the series to achieve stationarity**
2. **Identify the tentative model**
3. **Estimate parameters in the tentatively entertained model**
4. **Diagnostic Checking**

- **Yes**
- **No**

The first step towards model selection is to difference the series in order to achieve stationarity. Once this process is over, the researcher will then examine the correlogram to decide on the appropriate orders of the AR and MA components. The researcher will also rely on other widely used (and yet complementary) measures for model identification such as the Akaike Information Criterion (AIC). The AIC is a popular and yet robust method used in estimating parameters of an identified model and is given by:

$$AIC = -2\log\mathcal{L} + 2m$$  \hspace{1cm} (25)

where $\mathcal{L}$ is the likelihood and $m$ is the number of parameters estimated in the model such that:

$$m = p + q + P + Q$$  \hspace{1cm} (26)

It is not always feasible to obtain the AIC just because not all computer programs produce the AIC or $\mathcal{L}$. Therefore, an important approximation is represented as follows:

$$AIC \approx n(1 + \log(2\pi)) + n\log\sigma^2 + 2m$$  \hspace{1cm} (27)

However, as an alternative to the AIC, the Schwarz – Bayesian Information Criterion (SBIC) may also be used and is simply given as:

$$SBIC = n\log\sigma^2 + (m\log n)/n$$  \hspace{1cm} (28)

It is important to highlight the fact that this procedure (of choosing the AR and MA components) is biased towards the use of personal judgment because there are no clear – cut rules on how to decide on the appropriate AR and MA components. Therefore, experience plays a pivotal role in this regard. The next step is the estimation of the tentative model, after which diagnostic checking shall follow. Diagnostic checking is usually done by generating the set of residuals and testing whether they satisfy the characteristics of a white noise process. If not, then there would be need for model re – specification and repetition of the same process; this time from the second stage. The process may go on and on until an adequate model is identified.
Data Collection

An extensive time series data is required for univariate time series forecasting (Wabomba et al, 2016). In fact, Chatfield (1996) and Meyler et al (1998) actually recommend more than 50 observations in order to build a reliable ARIMA model. However, recently; a number of studies such as Judi (2007), Al-Abdulrazag (2007), Zhang (2013), Shahini & Haderi (2013), Dritsaki (2015) and Biswas (2015) amongst others; have consistently shown that less than 50 observations can also build a reliable ARIMA model. After all, Abdullah (2012) and Huwiler & Kaufmann (2013) reiterate that ARIMA models are widely used for conducting short – term forecasts of economic time series. In this study, forecasting Zimbabwean net FDI\(^8\) is based on 37 observations of annual time series data for the period 1980 – 2017. All the data used in this study was collected from the World Bank, IMF (International Monetary Fund) and ZimStats (Zimbabwe Statistics Agency).

Diagnostic Tests & Model Evaluation

Stationarity Test (Unit Root Test)

The Augmented Dickey Fuller (ADF) test was used to check the stationarity of the FDI series. The ADF test is generally carried out as follows:

\[
\Delta FDI_t = \psi + \theta_t + \psi FDI_{t-1} + \psi^2 FDI_{t-2} + \ldots + \psi^{\phi} FDI_{t-\phi} + \mu_t 
\]

(29)

where \(\psi\) is a constant, \(\theta\) is the coefficient on the time trend and \(\phi\) is the lag order on the AR process. The researcher conducted the ADF test under the null hypothesis, \(\psi=0\). The results of the ADF test are shown in the table below:

### Levels: intercept

![Table 1]

<table>
<thead>
<tr>
<th>Variable</th>
<th>ADF Statistic</th>
<th>Critical Values</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDI</td>
<td>-2.049140</td>
<td>-3.621023</td>
<td>@1% Not Stationary</td>
</tr>
<tr>
<td></td>
<td>-2.943427</td>
<td>-2.943427</td>
<td>@5% Not Stationary</td>
</tr>
<tr>
<td></td>
<td>-2.610263</td>
<td>-2.610263</td>
<td>@10% Not Stationary</td>
</tr>
</tbody>
</table>

### Levels: trend & intercept

![Table 2]

<table>
<thead>
<tr>
<th>Variable</th>
<th>ADF Statistic</th>
<th>Critical Values</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDI</td>
<td>-2.901234</td>
<td>-4.226815</td>
<td>@1% Not Stationary</td>
</tr>
<tr>
<td></td>
<td>-3.536601</td>
<td>-3.536601</td>
<td>@5% Not Stationary</td>
</tr>
<tr>
<td></td>
<td>-3.200320</td>
<td>-3.200320</td>
<td>@10% Not Stationary</td>
</tr>
</tbody>
</table>

### Levels: without intercept and trend & intercept

![Table 3]

<table>
<thead>
<tr>
<th>Variable</th>
<th>ADF Statistic</th>
<th>Critical Values</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDI</td>
<td>-1.501015</td>
<td>-2.628961</td>
<td>@1% Not Stationary</td>
</tr>
<tr>
<td></td>
<td>-1.950117</td>
<td>-1.950117</td>
<td>@5% Not Stationary</td>
</tr>
<tr>
<td></td>
<td>-1.611339</td>
<td>-1.611339</td>
<td>@10% Not Stationary</td>
</tr>
</tbody>
</table>

---

\(^8\) Measured in US Dollars per annum
Tables 1, 2 and 3 indicate that the FDI series is not stationary at levels. Hence the need to check stationarity at first difference as shown below in tables 4, 5 and 6.

\textit{1st difference: intercept}

\begin{center}
\begin{tabular}{|l|c|c|l|}
\hline
Variable & ADF Statistic & Critical Values & Conclusion \\
\hline
D(FDI) & -7.022576 & -3.626784 & @1\% Stationary \\
& & -2.945842 & @5\% Stationary \\
& & -2.611531 & @10\% Stationary \\
\hline
\end{tabular}
\end{center}

\textit{1st difference: trend & intercept}

\begin{center}
\begin{tabular}{|l|c|c|l|}
\hline
Variable & ADF Statistic & Critical Values & Conclusion \\
\hline
D(FDI) & -6.911900 & -4.234972 & @1\% Stationary \\
& & -3.540328 & @5\% Stationary \\
& & -3.202445 & @10\% Stationary \\
\hline
\end{tabular}
\end{center}

\textit{1st difference: without intercept and trend & intercept}

\begin{center}
\begin{tabular}{|l|c|c|l|}
\hline
Variable & ADF Statistic & Critical Values & Conclusion \\
\hline
D(FDI) & -7.098076 & -2.630762 & @1\% Stationary \\
& & -1.950394 & @5\% Stationary \\
& & -1.611202 & @10\% Stationary \\
\hline
\end{tabular}
\end{center}

Tables 4, 5 and 6 show that the FDI series became stationary after first differencing. This implies that the FDI series is integrated of order one, that is; \textit{I (1)}.

\textbf{Evaluation of various ARIMA\textsuperscript{9} models}

\begin{center}
\begin{tabular}{|l|c|}
\hline
Model & AIC \\
\hline
\textit{ARIMA (1, 1, 1)} & \textbf{1473.612} \\
ARIMA (1, 1, 2) & 1475.636 \\
ARIMA (2, 1, 1) & 1475.567 \\
ARIMA (3, 1, 1) & 1477.562 \\
ARIMA (1, 1, 3) & 1477.577 \\
\hline
\end{tabular}
\end{center}

The table above indicates that the ARIMA (1, 1, 1) model has the lowest AIC value and is therefore chosen.

\textbf{ADF Test of the Residuals from the ARIMA (1, 1, 1) model}

\textit{Levels: intercept}

\begin{center}
\begin{tabular}{|l|c|}
\hline
Table 8 \\
\hline
\end{tabular}
\end{center}

\textsuperscript{9} These models were estimated using Exact Maximum Likelihood. The software packages used in this study are Gretl and E – Views 7.
### Variable | ADF Statistic | Critical Values | Conclusion
---|---|---|---
µ<sub>t</sub> | -6.229149 | -3.632900 @1% | Stationary
  | -2.948404 @5% | Stationary
  | -2.612874 @10% | Stationary

*Levels: trend & intercept*

### Table 9

### Variable | ADF Statistic | Critical Values | Conclusion
---|---|---|---
µ<sub>t</sub> | -6.3466065 | -4.243644 @1% | Stationary
  | -3.544284 @5% | Stationary
  | -3.204699 @10% | Stationary

*Levels: without intercept and trend & intercept*

### Table 10

Tables 8, 9 and 10 indicate that the generated residuals of the chosen ARIMA (1, 1, 1) model satisfy the characteristics of a white noise process since the residuals have been shown to be stationary. Having satisfied this condition, we can conclude that our model is adequate and therefore, we can use the model for forecasting and control.

#### Stability Test of the ARIMA (1, 1, 1) model

*Inverse Roots of AR/MA Polynomial(s)*

![Inverse Roots of AR/MA Polynomial(s)](image)

The diagram above indicates that the chosen ARIMA (1, 1, 1) model is stable because the corresponding inverse roots of the characteristic polynomials are in the unit circle.

#### 4. RESULTS: PRESENTATION, INTERPRETATION & DISCUSSION
Results

Table 11

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>z</th>
<th>p – value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR (1)</td>
<td>0.701109</td>
<td>0.35316</td>
<td>1.9852</td>
<td>0.04712</td>
</tr>
<tr>
<td>MA (1)</td>
<td>-0.893065</td>
<td>0.25126</td>
<td>-3.5544</td>
<td>0.00038</td>
</tr>
</tbody>
</table>

The chosen model as summarized in the table above; is ARIMA (1, 1, 1) model and can be presented as follows:

\[ DFID_t = 0.701109 DFID_{t-1} - 0.893065 \mu_{t-1} \]

Interpretation of the results in table 11 above

The coefficient of the AR (1) component is positive and statistically significant at 5% level of significance. This points to the fact that previous period net FDI inflows are important in determining current values of net FDI. For example, when previous period value of net FDI was relatively high; it is a signal of good investment opportunities in the host country and this may lead to more FDI inflows in the next period; and the opposite is true. In this case our model implies that a 1% increase in the previous period net FDI will lead to approximately 0.7% increase in the current period net FDI inflows. The coefficient of the MA (1) component is negative and statistically significant at 1% level of significance. The implication is that unobserved shocks to net FDI inflows have a strong negative impact on net FDI inflows in Zimbabwe. Such shocks may include unpredictable political events and natural disasters such as earthquakes and drought. In fact our model indicates that a 1% increase in such shocks will lead to approximately 0.89% decrease in net FDI inflows in Zimbabwe.

Forecasting

Table 12

<table>
<thead>
<tr>
<th>Year</th>
<th>Prediction</th>
<th>Std. Error</th>
<th>95% interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td>206967000</td>
<td>98890600</td>
<td>13144600 – 40078900</td>
</tr>
<tr>
<td>2019</td>
<td>211851000</td>
<td>12714000</td>
<td>-37339300 – 46104100</td>
</tr>
<tr>
<td>2020</td>
<td>215275000</td>
<td>14352700</td>
<td>-66032800 – 49658400</td>
</tr>
<tr>
<td>2021</td>
<td>217676000</td>
<td>15453100</td>
<td>-85198100 – 52055100</td>
</tr>
<tr>
<td>2022</td>
<td>219360000</td>
<td>16264300</td>
<td>-99415300 – 53813400</td>
</tr>
<tr>
<td>2023</td>
<td>220540000</td>
<td>16906100</td>
<td>-110814000 – 55189300</td>
</tr>
<tr>
<td>2024</td>
<td>221367000</td>
<td>17442500</td>
<td>-120500000 – 56323400</td>
</tr>
<tr>
<td>2025</td>
<td>221947000</td>
<td>17910300</td>
<td>-129089000 – 57298400</td>
</tr>
<tr>
<td>2026</td>
<td>222354000</td>
<td>18331900</td>
<td>-136945000 – 58165300</td>
</tr>
<tr>
<td>2027</td>
<td>222639000</td>
<td>18721200</td>
<td>-144290000 – 58956800</td>
</tr>
<tr>
<td>2028</td>
<td>222839000</td>
<td>19087300</td>
<td>-151265000 – 59694300</td>
</tr>
<tr>
<td>2029</td>
<td>222979000</td>
<td>19436100</td>
<td>-157962000 – 60392000</td>
</tr>
<tr>
<td>2030</td>
<td>223078000</td>
<td>19771800</td>
<td>-164442000 – 61059700</td>
</tr>
<tr>
<td>2031</td>
<td>223147000</td>
<td>20097000</td>
<td>-170747000 – 61704000</td>
</tr>
<tr>
<td>2032</td>
<td>223195000</td>
<td>20413700</td>
<td>-176107000 – 62329600</td>
</tr>
<tr>
<td>2033</td>
<td>223229000</td>
<td>20723300</td>
<td>-182941000 – 62939900</td>
</tr>
</tbody>
</table>
The table above summarizes the forecasting results of net FDI inflows over the period 2018 – 2037.

**Predicted net FDI inflows over the period 2018 – 2037**

<table>
<thead>
<tr>
<th>Year</th>
<th>Linear (Predicted FDI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2034</td>
<td>223252000</td>
</tr>
<tr>
<td>2035</td>
<td>223269000</td>
</tr>
<tr>
<td>2036</td>
<td>223281000</td>
</tr>
<tr>
<td>2037</td>
<td>223289000</td>
</tr>
</tbody>
</table>

The graph above indicates that net FDI inflows in Zimbabwe will increase at an increasing rate from now until 2023, after which it may start increasing at a decreasing rate. The most interesting observation is that our model predicts that annual net FDI inflows may not (or never) exceed half a million US dollars in Zimbabwe, holding other things constant. In fact, the graph indicates that over the next 2 decades, Zimbabwean net FDI shows a relatively lower and unimpressive growth trend. Now, considering the importance of FDI in the growth of the economy and the fact that FDI is also a source of liquidity; we also conclude that Zimbabwe’s economy is not likely to grow significantly any time soon, but of course holding other things constant. The poor FDI inflows in Zimbabwe have been necessitated by, among other things; the indigenization policy which has frustrated many foreign investors. Other factors that continue to scare away investors in Zimbabwe include political uncertainty and the general macroeconomic instability. Unless and until the Zimbabwean FDI policy is properly revised, no significant FDI inflows will ever take place. Successive governments should know that the previous political administration (the Mugabe – led) failed to attract FDI mainly because of its failure to come up with investor – friendly policies. Therefore, if FDI inflows are to increase in Zimbabwe, a number of issues have to be addressed first, for example corruption, rule of law, indigenization issues and bureaucracy amongst others. Our results confirm Muzurura (2016b)’s observation that Zimbabwe’s dearth
of industrial development has been partially related to the challenges of attracting sufficient levels of FDI and that Zimbabwe continues to face diminishing FDI inflows.

Forecast Evaluation

**Forecast Evaluation Statistics**

<table>
<thead>
<tr>
<th>Name of Forecast Evaluation Statistic</th>
<th>Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Error</td>
<td>17607000</td>
</tr>
<tr>
<td>Mean Squared Error</td>
<td>9786700000000000</td>
</tr>
<tr>
<td>Root Mean Squared Error</td>
<td>98928000</td>
</tr>
<tr>
<td>Mean Absolute Error</td>
<td>57707000</td>
</tr>
<tr>
<td>Mean Percentage Error</td>
<td>-10.007</td>
</tr>
<tr>
<td>Mean Absolute Percentage Error</td>
<td>89.072</td>
</tr>
<tr>
<td>Theil’s U</td>
<td>0.91024</td>
</tr>
</tbody>
</table>

Smaller values of the statistics indicated in table 13 would generally indicate that the forecast is quite good. However, our model has a relatively high value of the inequality coefficient of Theil’s U, that is approximately 0.91 and this implies that our model may not have the best forecasting ability.

5. **RECOMMENDATIONS**

i. The main policy implication of this study is that policy makers in Zimbabwe should come up with investor-friendly policies in order to attract the much needed FDI.

ii. The political economy of Zimbabwe cannot be overlooked each time economic policy dynamics are discussed (Nyoni, 2018). A stable political environment is recommended because it is a signal of a favorable investment climate (Nyoni & Bonga, 2017).

iii. A conducive macroeconomic environment should be created and sustained if Zimbabwe is to receive reasonable amounts of FDI.

6. **CONCLUSION**

It is important to highlight the fact that predicting economic variables such as FDI is not an easy process because the results of such studies are easily affected by structural breaks in the economy. The results of the estimated model remain relevant as long as there are no structural breaks such as change of government or disease outbreak such as the Ebola outbreak [in some parts of Africa]. Therefore, as already noted by Wabomba et al (2016), policy makers ought to pay attention to the risk of adjustment in the economic operation and maintain the stability and continuity of microeconomic regulation and control in order to prevent the economy from severe fluctuations and adjust the corresponding target value according to the actual situation. The purpose of the study was to model and forecast Zimbabwean net FDI based on the Box – Jenkins technique. Through collection and analysis of the annual net FDI data for Zimbabwe, determining the order of integration, model identification, diagnostic checking as well as forecasting, the best ARIMA model was chosen as shown in table 7, estimated as shown in table 11 and presented as shown in equation (30). Our analysis of the results indicate that the model performs better in terms of both in – sample and out – of – sample forecasts.
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10 The forecasting result of this model is ONLY a predicted value; the reader should note that the economy is a complex and dynamic system.

11 In this study, we assume they are not there simply because over the study period Zimbabwe was under the rule of the same president (Mr. Mugabe) and the ruling party (Zanu – PF). For simplicity, we don’t consider any other issue as a “significant” structural break.


The rest of the appendix is merged as follows: correlogram plot for FDI in levels, forecast error bars, shaded area 95% confidence interval, low & high lines and as well as 95% confidence ellipse & 95% marginal intervals. Forecast error bars, the shaded area 95% confidence interval, the low & high lines and the 95% confidence ellipse & 95% marginal intervals reveal that the accuracy of our forecast is satisfactory since it falls within the 95% confidence interval.
ACF for FDI

PACF for FDI
95% confidence ellipse and 95% marginal intervals

0.701, -0.893