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#### Abstract

In a transformation model $\boldsymbol{y}_{t}=c\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right), \boldsymbol{u}_{t}\right]$, where the errors $\boldsymbol{u}_{t}$ are i.i.d and independent of the explanatory variables $\boldsymbol{x}_{t}$, the parameters can be estimated by a pseudo-maximum likelihood (PML) method, that is, by using a misspecified distribution of the errors, but the PML estimator of $\boldsymbol{\beta}$ is in general not consistent. We explain in this paper how to nest the initial model in an identified augmented model with more parameters in order to derive consistent PML estimators of appropriate functions of parameter $\boldsymbol{\beta}$. The usefulness of the consistency result is illustrated by examples of systems of nonlinear equations, conditionally heteroskedastic models, stochastic volatility, or models with spatial interactions.
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[^0]
## 1 Introduction

In this paper, we are interested in transformation models of the type:

$$
\begin{equation*}
\boldsymbol{y}_{t}=\boldsymbol{c}\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) ; \boldsymbol{u}_{t}\right] \tag{1.1}
\end{equation*}
$$

where $\boldsymbol{y}_{t} \in \mathcal{Y}$ is a $n$-dimensional vector of observed endogenous variables, $\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \in \mathcal{A} \subset \mathbb{R}^{J}$ is a vector of index functions depending on exogenous and/or lagged endogenous explanatory variables $\boldsymbol{x}_{t}$ and on a parameter $\boldsymbol{\beta} \in \mathcal{B} \subset \mathbb{R}^{K}$, and $\boldsymbol{u}_{t} \in \mathcal{U}$ are independent identically distributed (i.i.d.) error terms of dimension $n, \boldsymbol{u}_{t}$ being independent of $\boldsymbol{x}_{t}$. The true value of parameter $\boldsymbol{\beta} \in \mathcal{B}$ is $\boldsymbol{\beta}_{0}$, and the true distribution of the errors is $P_{0} \in \mathcal{P}$. When $P_{0}$ is unknown, for given observations $\left(\boldsymbol{y}_{t}, \boldsymbol{x}_{t}\right), t=1, \ldots, T$, the parameter of interest $\boldsymbol{\beta}$ can be estimated by pseudo-maximum likelihood (PML), that is, by a maximum likelihood approach of (1.1) using a given distribution $P \in \mathcal{P}$ for the errors. Since $P \neq P_{0}$, the PML estimator $\hat{\boldsymbol{\beta}}_{T}$ of $\boldsymbol{\beta}$ is in general not consistent for $\boldsymbol{\beta}_{0}$.

In this paper, we introduce an augmented version of the initial model (1.1), for which a function of $\boldsymbol{\beta}$ can be consistently estimated by PML. For this purpose, we assume that (i) the set of functions $\mathcal{C}=\left\{\boldsymbol{c}_{\boldsymbol{a}}: \boldsymbol{u} \mapsto \boldsymbol{c}[\boldsymbol{a} ; \boldsymbol{u}], \boldsymbol{a} \in \mathcal{A}\right\}$ from $\mathcal{U}$ to $\mathcal{Y}$ is a group for the operation $\circ$ of function composition ${ }^{4} ;$ (ii) the function $\boldsymbol{a} \mapsto \boldsymbol{c}_{\boldsymbol{a}}$ is one-to-one from $\mathcal{A}$ to $\mathcal{C}$. Under these assumptions, the group structure on $\mathcal{C}$ induces a group structure on $\mathcal{A}$, for a group operation denoted $*$ which is defined by:

$$
c_{a} \circ c_{b}=c_{a * b}, \quad a, b \in \mathcal{A} .
$$

The augmented transformation model is defined by:

$$
\begin{equation*}
\boldsymbol{y}_{t}=c\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) * \boldsymbol{\lambda} ; \boldsymbol{u}_{t}\right], \quad(\boldsymbol{\beta}, \boldsymbol{\lambda}) \in \mathcal{B} \times \mathcal{A} \tag{1.2}
\end{equation*}
$$

where the extra parameter $\boldsymbol{\lambda}$ varies freely in $\mathcal{A}$. This extra parameter plays the role of an "intercept" introduced at an appropriate place. Two cases can be considered:

1) when $(\boldsymbol{\beta}, \boldsymbol{\lambda})$ is identifiable, we prove in this paper that the PML estimator of $(\boldsymbol{\theta}, \boldsymbol{\lambda}):=(\boldsymbol{\beta}, \boldsymbol{\lambda})$ is such that the PML estimator of $\boldsymbol{\theta}=\boldsymbol{\beta}$ converges to $\boldsymbol{\beta}_{0}$.
2) However, the initial model can already include some "intercept" parameters. In this case, we can put aside these intercepts $\boldsymbol{\lambda}(\boldsymbol{\beta})$, say, such that:

$$
\begin{equation*}
\boldsymbol{c}\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) ; \boldsymbol{u}_{t}\right]=\boldsymbol{c}\left[\overline{\boldsymbol{a}}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}(\boldsymbol{\beta})\right) * \lambda(\boldsymbol{\beta}) ; \boldsymbol{u}_{t}\right], \tag{1.3}
\end{equation*}
$$

for some functions $\boldsymbol{\theta}: \mathcal{B} \rightarrow \boldsymbol{\theta}(\mathcal{B}), \boldsymbol{\lambda}: \mathcal{B} \rightarrow \mathcal{A}$ and $\overline{\boldsymbol{a}}$ valued in $\mathcal{A}$.
Then, the identifiable augmented model becomes:

$$
\begin{equation*}
\boldsymbol{y}_{t}=\boldsymbol{c}\left[\overline{\boldsymbol{a}}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda} ; \boldsymbol{u}_{t}\right], \quad(\boldsymbol{\theta}, \boldsymbol{\lambda}) \in \boldsymbol{\theta}(\mathcal{B}) \times \mathcal{A}, \tag{1.4}
\end{equation*}
$$

and we prove that the PML estimator of $\boldsymbol{\theta}$ is a consistent estimator of $\boldsymbol{\theta}\left(\boldsymbol{\beta}_{0}\right)$, while the PML estimator of $\boldsymbol{\lambda}$ does not necessarily converge to $\boldsymbol{\lambda}\left(\boldsymbol{\beta}_{0}\right)$. To get identification in model (1.4), the function $\boldsymbol{\beta} \mapsto \boldsymbol{\theta}(\boldsymbol{\beta})$ has often reduced rank: $\operatorname{dim}[\boldsymbol{\theta}(\mathcal{B})] \leq K=\operatorname{dim}(\mathcal{B})$, but with a possibly increased dimension of the augmented parameter: $\operatorname{dim}[\boldsymbol{\theta}(\mathcal{B})]+J \geq K=\operatorname{dim}(\mathcal{B})$. The parametrizations $\boldsymbol{\beta}$ and $(\boldsymbol{\theta}, \boldsymbol{\lambda})$ are not necessarily one-to-one.

[^1]Our analysis differs from the standard literature considering the consistency of the PML estimator of an index function interpretable as a conditional expectation, a conditional median and/or a conditional variance [see Gouriéroux et al. (1984), Bollerslev and Wooldridge (1992), Gouriéroux and Monfort (1995), Chapter 8]. It also differs from analyses where the shape of the true and/or pseudo error distribution is constrained. Due to the lack of ex-ante interpretation of the index in model (1.1), and to the lack of restrictions on the pseudo-distribution, we introduce a parameter $\boldsymbol{\lambda}$ allowing for consistency of PML estimators of $\boldsymbol{\theta}\left(\boldsymbol{\beta}_{0}\right)$ for any pseudo-distribution satisfying minimal regularity conditions. Our analysis is thus not limited to a class such as the linear exponential family [as in Gouriéroux et al. (1984)], the conditionally heteroskedastic models [as in Francq et al. (2011), Fan et al. (2014)], or to multivariate conditionally heteroskedastic dynamic regression models [as in Fiorentini, Sentana (2016)]. Section 2 illustrates the usefulness of the consistency result by considering the examples of regression model with conditional heteroskedasticity, Cholesky ARCH model, and model with homogenous spatial interactions. Section 3 derives the main result of the paper, that is, the consistency of the PML estimator. In the rest of the paper, we focus on linear (affine) transformation models. These models are studied in Section 4. We discuss the choice of the appropriate parametrization for the examples of Section 2 and provide other applications to network models, to the multivariate regression model with conditional heteroskedasticity, and to models for observations of volatility matrices. Assumptions and identification issues are discussed in Section 5, with special focus on the Cholesky ARCH model and on an interaction model. Section 6 derives the asymptotic distribution of the PML estimator for a class of linear commutative transformation models. Section 7 concludes. Additional results and proofs are collected in an on-line Appendix.

## 2 Examples of groups and augmented models

In this section, we consider examples of models (1.1) and (1.2) and their associated groups. At this stage, we discuss some identifiability issues in the augmented model (but the main discussion of identifiability is postponed to Section 5).

## Example 1: The Newey-Steigerwald model

The model of interest is a unidimensional "regression" model with conditional heteroskedasticity:

$$
\begin{equation*}
y_{t}=a_{1}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)+a_{2}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) u_{t}, \tag{2.1}
\end{equation*}
$$

where $y_{t}, a_{1}(\cdot) \in \mathbb{R}$ and $a_{2}(\cdot) \in \mathbb{R}^{*}=\mathbb{R}-\{0\}$. The group of functions is $\mathcal{C}=\left\{c_{a}: u \mapsto a_{1}+\right.$ $\left.a_{2} u,\left(a_{1}, a_{2}\right) \in \mathbb{R} \times \mathbb{R}^{*}\right\}$ and the operation on the associated group $\mathbb{R} \times \mathbb{R}^{*}$ is defined by $\left(a_{1}, a_{2}\right) *$ $\left(b_{1}, b_{2}\right)=\left(a_{1}+a_{2} b_{1}, a_{2} b_{2}\right)$. Note that this group is not commutative. Therefore, the augmented model is:

$$
\begin{equation*}
y_{t}=a_{1}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)+\lambda_{1} a_{2}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)+\lambda_{2} a_{2}\left(\boldsymbol{x}_{t} ; \boldsymbol{\beta}\right) u_{t} . \tag{2.2}
\end{equation*}
$$

The introduction of two additional parameters $\lambda_{1}, \lambda_{2}$ to get consistency of PML estimators for Model (2.1) is due to Newey and Steigerwald (1997). The identifiability issue in Model (2.2) depends on functions $a_{1}, a_{2}$. For illustration purposes, let us consider the standard modeling with $a_{1}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)=$ $\boldsymbol{x}_{t}^{\prime} \boldsymbol{\beta}_{11}+\boldsymbol{\beta}_{12}, a_{1}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)=\exp \left(\boldsymbol{x}_{t}^{\prime} \boldsymbol{\beta}_{21}+\boldsymbol{\beta}_{22}\right)$, assuming that the regressors are not colinear. The augmented model is:

$$
y_{t}=\boldsymbol{x}_{t}^{\prime} \boldsymbol{\beta}_{11}+\boldsymbol{\beta}_{12}+\lambda_{1} \exp \left(\boldsymbol{x}_{t}^{\prime} \boldsymbol{\beta}_{21}+\boldsymbol{\beta}_{22}\right)+\lambda_{2} \exp \left(\boldsymbol{x}_{t}^{\prime} \boldsymbol{\beta}_{21}+\boldsymbol{\beta}_{22}\right) u_{t} .
$$

We see that the parameters $\lambda_{1}, \lambda_{2}$ and $\beta_{22}$ are not identifiable and that the identified augmented model is

$$
y_{t}=\boldsymbol{x}_{t}^{\prime} \boldsymbol{\theta}_{1}+\boldsymbol{\theta}_{2}+\lambda_{1} \lambda_{2} \exp \left(\boldsymbol{x}_{t}^{\prime} \boldsymbol{\theta}_{3}\right)+\lambda_{2} \exp \left(\boldsymbol{x}_{t}^{\prime} \boldsymbol{\theta}_{3}\right) u_{t} .
$$

In fact, the initial model already includes an intercept on the log-volatility at the right place and corresponds to

$$
\boldsymbol{\theta}(\boldsymbol{\beta})=\left(\boldsymbol{\beta}_{11}^{\prime}, \boldsymbol{\beta}_{12}^{\prime}, \boldsymbol{\beta}_{21}^{\prime}\right)^{\prime}:=\left(\boldsymbol{\theta}_{1}^{\prime}(\boldsymbol{\beta}), \boldsymbol{\theta}_{2}^{\prime}(\boldsymbol{\beta}), \boldsymbol{\theta}_{3}^{\prime}(\boldsymbol{\beta})\right)^{\prime}, \quad \boldsymbol{\lambda}(\boldsymbol{\beta})=\left(0, \exp \left(\beta_{22}\right)\right)^{\prime} .
$$

However, the usual intercept for the mean is not appropriate and, to recover consistency, a "risk premium" $\lambda_{1} \lambda_{2} \exp \left(\boldsymbol{x}_{t}^{\prime} \boldsymbol{\theta}_{3}\right)$ has to be introduced. Then the parameters $\boldsymbol{\beta}_{11}, \boldsymbol{\beta}_{12}$ and $\boldsymbol{\beta}_{21}$ can be consistently estimated by PML, but not parameter $\boldsymbol{\beta}_{22}$.

Example 2: Cholesky ARCH model
Let us consider a bivariate ( $n=2$ ) Cholesky ARCH model (see Dellaportas, Pourahmadi (2012)):

$$
\boldsymbol{y}_{t}=\left(\begin{array}{cc}
a_{11}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) & 0 \\
a_{21}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) & a_{22}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)
\end{array}\right) \boldsymbol{u}_{t}:=\boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \boldsymbol{u}_{t}
$$

The group of functions is $\mathcal{C}=\{\boldsymbol{u} \mapsto \boldsymbol{A} \boldsymbol{u}, \boldsymbol{A}$ invertible lower triangular matrix $\}$. We can take ${ }^{5}$ $\boldsymbol{a}=\operatorname{vech}(\boldsymbol{A})=\left(a_{11}, a_{21}, a_{22}\right)^{\prime}$ and the operation $*$ in the group of vectors in $\mathbb{R}^{*} \times \mathbb{R} \times \mathbb{R}^{*}$ is given by $\boldsymbol{a} * \boldsymbol{b}=\operatorname{vech}(\boldsymbol{A B})$, that is $\boldsymbol{a} * \boldsymbol{b}=\left(a_{11} b_{11}, a_{21} b_{11}+a_{22} b_{21}, a_{22} b_{22}\right)^{\prime}$. The augmented model is:
$\boldsymbol{y}_{t}=\left(\begin{array}{cc}a_{11}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) & 0 \\ a_{21}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) & a_{22}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)\end{array}\right)\left(\begin{array}{cc}\lambda_{11} & 0 \\ \lambda_{21} & \lambda_{22}\end{array}\right) \boldsymbol{u}_{t}=\left(\begin{array}{cc}a_{11}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \lambda_{11} & 0 \\ a_{21}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \lambda_{11}+a_{22}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \lambda_{21} & a_{22}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \lambda_{22}\end{array}\right) \boldsymbol{u}_{t}$.
Identifiability issues for this augmented model will be discussed in Section 5.

## Example 3: Model with homogenous dynamic spatial interactions

The model of interest is:

$$
\boldsymbol{y}_{t}=a_{1 t}\left(\begin{array}{cccc}
1 & a_{2 t} \ldots & & a_{2 t}  \tag{2.3}\\
a_{2 t} & 1 & & \vdots \\
\vdots & & \ddots & a_{2 t} \\
a_{2 t} & \ldots & & 1
\end{array}\right) \boldsymbol{u}_{t}
$$

with two index functions $a_{1 t}=a_{1}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \in \mathbb{R}^{*}, a_{2 t}=a_{2}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \in(-1 /(n-1), 1)$, and $\boldsymbol{y}_{t}, \boldsymbol{u}_{t} \in \mathbb{R}^{n}$.
The group of functions for the composition operation is the set of functions:

$$
\mathcal{C}=\left\{\boldsymbol{c}_{\boldsymbol{a}}, \boldsymbol{a}=\left(a_{1}, a_{2}\right) \in \mathbb{R}^{*} \times\left(-\frac{1}{n-1}, 1\right)\right\} \quad \text { where } \boldsymbol{c}(\boldsymbol{a}, \boldsymbol{u})=a_{1}\left(\begin{array}{cccc}
1 & a_{2} \ldots & & a_{2} \\
a_{2} & 1 & & \vdots \\
\vdots & & \ddots & a_{2} \\
a_{2} & \ldots & & 1
\end{array}\right) \boldsymbol{u},
$$

[^2]and the operation $*$ of the associated group on $\mathcal{A}$ is defined by:
$$
\left(a_{1}, a_{2}\right) *\left(b_{1}, b_{2}\right)=\left(a_{1} b_{1}\left[1+(n-1) a_{2} b_{2}\right], \frac{a_{2}+b_{2}+(n-2) a_{2} b_{2}}{1+(n-1) a_{2} b_{2}}\right) .
$$

The identity element of this group is $\boldsymbol{e}=(1,0)$ and the inverse of $\boldsymbol{a}$ is:

$$
\boldsymbol{a}^{-1}=\left(\frac{1+(n-2) a_{2}}{a_{1}\left(1-a_{2}\right)\left(1+(n-1) a_{2}\right)}, \frac{-a_{2}}{1+(n-2) a_{2}}\right),
$$

which belongs to $\mathcal{A}$ for any $\boldsymbol{a} \in \mathcal{A}$. In this case, both groups $(\mathcal{A}, *)$ and $(\mathcal{C}, \circ)$ are Abelian.
The augmented model is:

$$
\boldsymbol{y}_{t}=\boldsymbol{c}\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) * \boldsymbol{\lambda}, \boldsymbol{u}_{t}\right]=\tilde{a}_{1 t}\left(\begin{array}{cccc}
1 & \tilde{a}_{2 t} \ldots & & \tilde{a}_{2 t} \\
\tilde{a}_{2 t} & 1 & & \vdots \\
\vdots & & \ddots & \tilde{a}_{2 t} \\
\tilde{a}_{2 t} & \cdots & & 1
\end{array}\right) \boldsymbol{u}_{t},
$$

with

$$
\tilde{a}_{1 t}=a_{1}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \lambda_{1}\left[1+(n-1) a_{2}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \lambda_{2}\right], \quad \tilde{a}_{2 t}=\frac{a_{2}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)+\lambda_{2}+(n-2) a_{2}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \lambda_{2}}{1+(n-1) a_{2}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \lambda_{2}} .
$$

Identifiability of the augmented model will be discussed in Section 5 .

## 3 Main result

We consider the model of interest

$$
\begin{equation*}
\boldsymbol{y}_{t}=\boldsymbol{c}\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) ; \boldsymbol{u}_{t}\right], \tag{3.1}
\end{equation*}
$$

with true parameter value $\boldsymbol{\beta}_{0}$. The assumptions given in Section 1 are summarized and completed as follows.

Assumption A.1: $\boldsymbol{y}_{t}, \boldsymbol{u}_{t} \in \mathcal{Y}=\mathcal{U} \subset \mathbb{R}^{n}, \boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \in \mathcal{A} \subset \mathbb{R}^{J}, \boldsymbol{\beta} \in \mathcal{B} \subset \mathbb{R}^{K}$. Moreover,
(i) the set of functions $\mathcal{C}=\left\{\boldsymbol{c}_{\boldsymbol{a}}: \boldsymbol{u} \mapsto \boldsymbol{c}[\boldsymbol{a} ; \boldsymbol{u}], \boldsymbol{a} \in \mathcal{A}\right\}$ is a group for the composition $\circ$;
(ii) the function $\boldsymbol{a} \mapsto \boldsymbol{c}_{\boldsymbol{a}}$ is one-to-one from $\mathcal{A}$ to $\mathcal{C}$.
(iii) $\mathcal{U}$ is a manifold, and, for any $\boldsymbol{a} \in \mathcal{A}$, the function $\boldsymbol{c}_{\boldsymbol{a}}$ is a diffeomorphism ${ }^{6}$ from $\mathcal{U} \subset \mathbb{R}^{n}$ to $\mathcal{U}$.

As already mentioned, it follows from Assumption A. 1 that the group $(\mathcal{A}, *)$ induced by the group $(\mathcal{C}, \circ)$ is characterized by:

$$
\begin{equation*}
c_{a} \circ c_{b}=c_{a * b}, \quad a, b \in \mathcal{A}, \tag{3.2}
\end{equation*}
$$

and in the following, we denote by $\boldsymbol{e}$ the identity element and $\boldsymbol{a}^{-1}$ the inverse of $\boldsymbol{a}$ for the operation *: we have $\boldsymbol{c}\left[\boldsymbol{a} * \boldsymbol{a}^{-1}, \boldsymbol{u}\right]=\boldsymbol{c}\left[\boldsymbol{a}^{-1} * \boldsymbol{a}, \boldsymbol{u}\right]=\boldsymbol{c}[\boldsymbol{e}, \boldsymbol{u}]=\boldsymbol{u}$. We have $\boldsymbol{c}_{\boldsymbol{a}^{-1}}=\boldsymbol{c}_{\boldsymbol{a}}^{-1}$; therefore the sets $\mathcal{Y}$ and $\mathcal{U}$ must coincide. Note also that $\boldsymbol{y}=\boldsymbol{c}(\boldsymbol{a}, \boldsymbol{u}) \Leftrightarrow \boldsymbol{u}=\boldsymbol{c}\left(\boldsymbol{a}^{-1}, \boldsymbol{y}\right)$.

[^3]By differentiating (3.2) with respect to $\boldsymbol{u}$, we get:

$$
\begin{equation*}
\frac{\partial \boldsymbol{c}_{\boldsymbol{a}}}{\partial \boldsymbol{u}^{\prime}} \circ \boldsymbol{c}_{\boldsymbol{b}}=\frac{\partial \boldsymbol{c}_{\boldsymbol{a} * \boldsymbol{b}}}{\partial \boldsymbol{u}^{\prime}} \cdot\left[\frac{\partial \boldsymbol{c}_{\boldsymbol{b}}}{\partial \boldsymbol{u}^{\prime}}\right]^{-1}, \quad \boldsymbol{a}, \boldsymbol{b} \in \mathcal{A} \tag{3.3}
\end{equation*}
$$

For expository purpose, we do not distinguish below functions $a$ and $\bar{a}$ and we consider the identifiable (see assumptions below) augmented model:

$$
\begin{equation*}
\boldsymbol{y}_{t}=\boldsymbol{c}\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda} ; \boldsymbol{u}_{t}\right], \quad(\boldsymbol{\theta}, \boldsymbol{\lambda}) \in \boldsymbol{\theta}(\mathcal{B}) \times \mathcal{A} \tag{3.4}
\end{equation*}
$$

Recall that the model of interest (3.1) and the augmented model (3.4) are linked via $\boldsymbol{c}\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) ; \boldsymbol{u}_{t}\right]=$ $\boldsymbol{c}\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}(\boldsymbol{\beta})\right) * \lambda(\boldsymbol{\beta}) ; \boldsymbol{u}_{t}\right]$. This model can be estimated by a PML method in which the errors are assumed to follow a given distribution $P$. This pseudo-distribution is in general different from the true distribution $P_{0}$. The PML estimator $\left(\hat{\boldsymbol{\theta}}_{T}, \hat{\boldsymbol{\lambda}}_{T}\right)$ of the true value $\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}\right)=\left(\boldsymbol{\theta}\left(\boldsymbol{\beta}_{0}\right), \boldsymbol{\lambda}\left(\boldsymbol{\beta}_{0}\right)\right)$ is defined as any measurable solution of:

$$
\begin{equation*}
\left(\hat{\boldsymbol{\theta}}_{T}, \hat{\boldsymbol{\lambda}}_{T}\right)=\arg \max _{(\boldsymbol{\theta}, \boldsymbol{\lambda}) \in \boldsymbol{\theta}(\mathcal{B}) \times \mathcal{A}} L_{T}(\boldsymbol{\theta}, \boldsymbol{\lambda}), \quad \text { where } \quad L_{T}(\boldsymbol{\theta}, \boldsymbol{\lambda})=\frac{1}{T} \sum_{t=1}^{T} l\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda}, \boldsymbol{y}_{t}\right] \tag{3.5}
\end{equation*}
$$

and $l$ denotes the pseudo log-likelihood corresponding to the observation of date $t$.
Let us introduce the following assumptions:
Assumption A.2: The joint process $\left(\boldsymbol{x}_{t}, \boldsymbol{u}_{t}\right)$ is strictly stationary ergodic and $\boldsymbol{u}_{t}$ are i.i.d. error terms, with continuous true distribution $P_{0}$ and density $g_{0}$ w.r.t. the Lebesgue measure.

Assumption A.3: $\boldsymbol{x}_{t}$ and $\boldsymbol{u}_{t}$ are independent.
Assumption $\mathbf{A .} \mathbf{3}$ concerns the variables $\boldsymbol{x}_{t}, \boldsymbol{u}_{t}$, not the processes $\left(\boldsymbol{x}_{t}\right),\left(\boldsymbol{u}_{t}\right)$. Let $E_{x, 0}$ denote the expectation with respect to the stationary distribution of $\left(\boldsymbol{u}_{t}, \boldsymbol{x}_{t}\right)$

Assumption A.4: the function $l\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda}, \boldsymbol{y}_{t}\right] \mid$ is measurable with respect to $\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}\right)$ and $E_{x, 0}\left|\sup _{(\boldsymbol{\theta}, \boldsymbol{\lambda}) \in \boldsymbol{\theta}(\mathcal{B}) \times \mathcal{A}} l\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda}, \boldsymbol{y}_{t}\right]\right|<\infty$, Moreover, the random function $(\boldsymbol{\theta}, \boldsymbol{\lambda}) \rightarrow l\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) *\right.$ $\left.\boldsymbol{\lambda}, \boldsymbol{y}_{t}\right]$ is a.s. continuous over $\boldsymbol{\theta}(\mathcal{B}) \times \mathcal{A}$.

We will consider a pseudo distribution with pseudo density $g$ w.r.t. the Lebesgue measure on $\mathbb{R}^{n}$. Under Assumptions A.1-A.4, the objective function converges to a limiting objective function equal to an expected pseudo log-likelihood. More precisely, let $E_{0}$ denote the expectation with respect to the true errors distribution $P_{0}$, and let

$$
L\left(\boldsymbol{a} ; P, P_{0}\right)=E_{0}\left\{\log g\left[\boldsymbol{c}\left(\boldsymbol{a}^{-1} ; \boldsymbol{u}\right)\right]+\log \left|\operatorname{det} \frac{\partial \boldsymbol{c}}{\partial \boldsymbol{u}^{\prime}}\left(\boldsymbol{a}^{-1} ; \boldsymbol{u}\right)\right|\right\}
$$

We now derive the expression of the limiting objective function $\lim _{T \rightarrow \infty}$ a.s. $L_{T}(\boldsymbol{\theta}, \boldsymbol{\lambda})$ by applying the standard change of variables in multiple integrals based on the determinant of the Jacobian matrix.

Proposition 1 Let us consider the nonlinear transformation model (3.4) with the true parameter value $\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}\right)$. Under Assumptions A.1-A.4, we have, for some constant $K$ independent of $\boldsymbol{\theta}, \boldsymbol{\lambda}$ :

$$
\lim _{T \rightarrow \infty} a . s . \frac{1}{T} \sum_{t=1}^{T} l\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda}, \boldsymbol{y}_{t}\right]=E_{x} L\left[\boldsymbol{\lambda}_{0}^{-1} * \boldsymbol{a}^{-1}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{0}\right) * \boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda} ; P, P_{0}\right]+K
$$

Proof: We get:

$$
\begin{align*}
& \lim _{T \rightarrow \infty} a . s \frac{1}{T} \sum_{t=1}^{T} l\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda}, \boldsymbol{y}_{t}\right] \\
= & E_{x, 0}\left\{\log g\left[\boldsymbol{c}\left(\boldsymbol{\lambda}^{-1} * \boldsymbol{a}^{-1}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) ; \boldsymbol{y}_{t}\right)\right]+\log \left|\operatorname{det}\left[\frac{\partial \boldsymbol{c}}{\partial \boldsymbol{u}^{\prime}}\left(\boldsymbol{\lambda}^{-1} * \boldsymbol{a}^{-1}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) ; \boldsymbol{y}_{t}\right)\right]\right|\right\} \\
= & E_{x} E_{0}\left\{\log g\left[\boldsymbol{c}\left(\boldsymbol{\lambda}^{-1} * \boldsymbol{a}^{-1}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) ; \boldsymbol{c}\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{0}\right) * \boldsymbol{\lambda}_{0} ; \boldsymbol{u}_{t}\right]\right)\right]\right. \\
& \left.+\log \left|\operatorname{det}\left[\frac{\partial \boldsymbol{c}}{\partial \boldsymbol{u}^{\prime}}\left(\boldsymbol{\lambda}^{-1} * \boldsymbol{a}^{-1}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) ; \boldsymbol{c}\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{0}\right) * \boldsymbol{\lambda}_{0} ; \boldsymbol{u}_{t}\right]\right)\right]\right|\right\} \\
= & E_{x} E_{0}\left\{\log g\left[\boldsymbol{c}\left(\boldsymbol{\lambda}^{-1} * \boldsymbol{a}^{-1}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{0}\right) * \boldsymbol{\lambda}_{0} ; \boldsymbol{u}_{t}\right)\right]\right. \\
& \left.+\log \left|\operatorname{det}\left[\frac{\partial \boldsymbol{c}}{\partial \boldsymbol{u}^{\prime}}\left(\boldsymbol{\lambda}^{-1} * \boldsymbol{a}^{-1}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{0}\right) * \boldsymbol{\lambda}_{0} ; \boldsymbol{u}_{t}\right)\right]\right|\right\}+K \\
= & E_{x} L\left[\boldsymbol{\lambda}_{0}^{-1} * \boldsymbol{a}^{-1}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{0}\right) * \boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda} ; P, P_{0}\right]+K, \tag{3.6}
\end{align*}
$$

where $K=-E_{x} E_{0} \log \left|\operatorname{det}\left[\frac{\partial \boldsymbol{c}}{\partial \boldsymbol{u}^{\prime}}\left(\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{0}\right) * \boldsymbol{\lambda}_{0} ; \boldsymbol{u}_{t}\right)\right]\right|$ is independent of $\boldsymbol{\theta}, \boldsymbol{\lambda}$, and $E_{x}$ denotes the expectation with respect to the stationary distribution of $\boldsymbol{x}_{t}$. The first equality follows from the ergodic theorem, which can be applied under A. 2 and A.4. The second equality uses the independence assumption A.3. The third equality uses (3.2) and the last one is obtained by applying (3.3).

QED
Then we make the following additional assumptions:
Assumption A.5: There is a unique solution to the optimization problem:

$$
\boldsymbol{a}_{0}^{*}=\arg \max _{\boldsymbol{a} \in \mathcal{A}} L\left(\boldsymbol{a} ; P, P_{0}\right)
$$

Assumption A.6: There is a unique solution to the optimization problem:

$$
\begin{equation*}
\left(\boldsymbol{\theta}_{0}^{*}, \boldsymbol{\lambda}_{0}^{*}\right)=\arg \max _{(\boldsymbol{\theta}, \boldsymbol{\lambda}) \in \boldsymbol{\theta}(\mathcal{B}) \times \mathcal{A}} E_{x} L\left[\boldsymbol{\lambda}_{0}^{-1} * \boldsymbol{a}^{-1}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{0}\right) * \boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda} ; P, P_{0}\right] . \tag{3.7}
\end{equation*}
$$

Assumption A.7: $\boldsymbol{\theta}(\mathcal{B})$ and $\mathcal{A}$ are compact parameter sets.
Under Assumptions A.1-A.7, we will show that the PML estimator $\left(\hat{\boldsymbol{\theta}}_{T}, \hat{\boldsymbol{\lambda}}_{T}\right)$ exists and tends a.s. to the pseudo-true value $\left(\boldsymbol{\theta}_{0}^{*}, \boldsymbol{\lambda}_{0}^{*}\right)$.

Proposition 2 Let us consider the transformation model (3.4) with true parameter value $\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}\right)$. Under Assumptions A.1-A.7, the PML estimator $\left(\hat{\boldsymbol{\theta}}_{T}, \hat{\boldsymbol{\lambda}}_{T}\right)$ converges a.s. to $\boldsymbol{\theta}_{0}^{*}=\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}=\boldsymbol{\lambda}_{0} * \boldsymbol{a}_{0}^{*}$.

Proof: Let us first prove that the limit criterion is uniquely maximized at $\left(\boldsymbol{\theta}_{0}^{*}, \boldsymbol{\lambda}_{0}^{*}\right)$. By Assumption A. 5 and the fact that $(\mathcal{A}, *)$ is a group, we get:

$$
L\left[\boldsymbol{\lambda}_{0}^{-1} * \boldsymbol{a}^{-1}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{0}\right) * \boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda} ; P, P_{0}\right] \leq L\left(\boldsymbol{a}_{0}^{*} ; P, P_{0}\right), \quad \forall \boldsymbol{x}_{t} \in \mathcal{X}, \boldsymbol{\theta} \in \boldsymbol{\theta}(\mathcal{B}), \boldsymbol{\lambda} \in \mathcal{A} .
$$

We deduce that:

$$
E_{x} L\left[\boldsymbol{\lambda}_{0}^{-1} * \boldsymbol{a}^{-1}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{0}\right) * \boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda} ; P, P_{0}\right] \leq L\left(\boldsymbol{a}_{0}^{*} ; P, P_{0}\right),
$$

and the maximum is reached for $\boldsymbol{\theta}_{0}$ and $\boldsymbol{\lambda}_{0}^{*}$ satisfying $\boldsymbol{\lambda}_{0}^{-1} * \boldsymbol{\lambda}_{0}^{*}=\boldsymbol{a}_{0}^{*}$. The uniqueness of the maximizer follows directly from A.6.

Now we will prove that, for any $\left(\boldsymbol{\theta}_{1}, \boldsymbol{\lambda}_{1}\right) \neq\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)$, there exists a neighborhood $V\left(\boldsymbol{\theta}_{1}, \boldsymbol{\lambda}_{1}\right)$ such that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \text { a.s. } \sup _{(\boldsymbol{\theta}, \boldsymbol{\lambda}) \in V\left(\boldsymbol{\theta}_{1}, \boldsymbol{\lambda}_{1}\right)} L_{T}(\boldsymbol{\theta}, \boldsymbol{\lambda})<L\left(\boldsymbol{a}_{0}^{*} ; P, P_{0}\right)+K \tag{3.8}
\end{equation*}
$$

where $K$ is defined in (3.6). For any positive integer $k$, let $V_{k}\left(\boldsymbol{\theta}_{1}, \boldsymbol{\lambda}_{1}\right)$ be the open ball of center $\left(\boldsymbol{\theta}_{1}, \boldsymbol{\lambda}_{1}\right)$ and radius $1 / k$. We have

$$
\begin{aligned}
\lim _{T \rightarrow \infty} \text { a.s. } \sup _{(\boldsymbol{\theta}, \boldsymbol{\lambda}) \in V_{k}\left(\boldsymbol{\theta}_{1}, \boldsymbol{\lambda}_{1}\right)} L_{T}(\boldsymbol{\theta}, \boldsymbol{\lambda}) & \leq \lim _{T \rightarrow \infty} \text { a.s. } \frac{1}{T} \sum_{t=1}^{T} \sup _{(\boldsymbol{\theta}, \boldsymbol{\lambda}) \in V_{k}\left(\boldsymbol{\theta}_{1}, \boldsymbol{\lambda}_{1}\right)} l\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda}, \boldsymbol{y}_{t}\right] \\
& =E_{x} E_{0} \sup _{(\boldsymbol{\theta}, \boldsymbol{\lambda}) \in V_{k}\left(\boldsymbol{\theta}_{1}, \boldsymbol{\lambda}_{1}\right)} l\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda}, \boldsymbol{y}_{t}\right],
\end{aligned}
$$

by the ergodic theorem. By Beppo Levi's theorem, $E_{x} E_{0} \sup _{(\boldsymbol{\theta}, \boldsymbol{\lambda}) \in V_{k}\left(\boldsymbol{\theta}_{1}, \boldsymbol{\lambda}_{1}\right)} l\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) * \boldsymbol{\lambda}, \boldsymbol{y}_{t}\right]$ decreases to $E_{x} E_{0} l\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{1}\right) * \boldsymbol{\lambda}_{1}, \boldsymbol{y}_{t}\right]$ as $k \rightarrow \infty$. We have already shown that the latter expectation is strictly less than $L\left(\boldsymbol{a}_{0}^{*} ; P, P_{0}\right)+K$, thus (3.8) is established.

The end of the proof uses a standard compactness argument. First note that for any neighbor$\operatorname{hood} V\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)$ of $\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)$,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \text { a.s. } \sup _{V\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right) \cap \boldsymbol{\theta}(\mathcal{B}) \times \mathcal{A}} L_{T}(\boldsymbol{\theta}, \boldsymbol{\lambda}) \geq \lim _{T \rightarrow \infty} \text { a.s. } L_{T}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)=L\left(\boldsymbol{a}_{0}^{*} ; P, P_{0}\right)+K . \tag{3.9}
\end{equation*}
$$

Next, we note that the compact set $\boldsymbol{\theta}(\mathcal{B}) \times \mathcal{A}$ is covered by the union of an arbitrary neighborhood $V\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)$ of $\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)$ and the set of the neighborhoods $V\left(\boldsymbol{\theta}_{1}, \boldsymbol{\lambda}_{1}\right)$ satisfying (3.8), with $\left(\boldsymbol{\theta}_{1}, \boldsymbol{\lambda}_{1}\right) \in$ $\boldsymbol{\theta}(\mathcal{B}) \times \mathcal{A} \backslash V\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)$. Thus, there exists a finite subcover of $\Theta$ of the form $V\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right), V\left(\boldsymbol{\theta}_{1}, \boldsymbol{\lambda}_{1}\right), \ldots$, $V\left(\boldsymbol{\theta}_{k}, \boldsymbol{\lambda}_{k}\right)$, where for $i=1, \ldots, k, V\left(\boldsymbol{\theta}_{i}, \boldsymbol{\lambda}_{i}\right)$ satisfies (3.8). It follows that

$$
\sup _{\boldsymbol{\theta}(\mathcal{B}) \times \mathcal{A}} L_{T}(\boldsymbol{\theta}, \boldsymbol{\lambda})=\max _{i=1, \ldots, k} \sup _{V\left(\boldsymbol{\theta}_{i}, \boldsymbol{\lambda}_{i}\right) \cap \boldsymbol{\theta}(\mathcal{B}) \times \mathcal{A}} L_{T}(\boldsymbol{\theta}, \boldsymbol{\lambda}) .
$$

The inequalities (3.8) and (3.9) show that, almost surely, the PML estimator belongs to $V\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)$ for $T$ large enough. The consistency of the PML estimator follows.

At this stage, it is useful to introduce the notion of generic model defined as $\tilde{\boldsymbol{y}}=\boldsymbol{c}(\boldsymbol{a} ; \boldsymbol{u})$, with the true parameter $\boldsymbol{a}_{0}=\boldsymbol{e}$, and the true error distribution $P_{0}$. The objective function $L\left(\boldsymbol{a} ; P, P_{0}\right)$ can be interpreted as a limiting pseudo log-likelihood in this model without explanatory variable. Indeed, we have, for any $\boldsymbol{a} \in \mathcal{A}, \tilde{\boldsymbol{y}} \in \mathcal{U} \subset \mathbb{R}^{n}$,

$$
\begin{aligned}
E_{0} l(\boldsymbol{a}, \tilde{\boldsymbol{y}}) & =E_{0}\left\{\log g\left[\boldsymbol{c}\left(\boldsymbol{a}^{-1} ; \tilde{\boldsymbol{y}}\right)\right]+\log \left|\operatorname{det} \frac{\partial \boldsymbol{c}}{\partial \boldsymbol{u}^{\prime}}\left(\boldsymbol{a}^{-1} ; \tilde{\boldsymbol{y}}\right)\right|\right\} \\
& =E_{0}\left\{\log g\left[\boldsymbol{c}\left(\boldsymbol{a}^{-1} ; \boldsymbol{u}\right)\right]+\log \left|\operatorname{det} \frac{\partial \boldsymbol{c}}{\partial \boldsymbol{u}^{\prime}}\left(\boldsymbol{a}^{-1} ; \boldsymbol{u}\right)\right|\right\} \\
& =L\left(\boldsymbol{a} ; P, P_{0}\right)
\end{aligned}
$$

since, for the true value of the parameter, $\tilde{\boldsymbol{y}}=\boldsymbol{c}\left(\boldsymbol{a}_{0} ; \boldsymbol{u}\right)=\boldsymbol{c}(\boldsymbol{e} ; \boldsymbol{u})=\boldsymbol{u}$.

Remark 1: It is usual in practice to introduce the effect of the explanatory variables through some parameters. In other words, a generic model without explanatory variables, $\tilde{\boldsymbol{y}}=\boldsymbol{c}(\boldsymbol{a} ; \boldsymbol{u})$, is transformed into an econometric model as $\boldsymbol{y}_{t}=\boldsymbol{c}\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) ; \boldsymbol{u}_{t}\right]$, say. In general, a PML estimator of $\boldsymbol{\beta}_{0}$ in the econometric model is not consistent. Proposition 2 means that an artificial extra parameter $\boldsymbol{\lambda}$ and possibly a (re)parametrization have to be introduced in the model to ensure the consistency of the PML estimator of some functions of $\boldsymbol{\beta}_{0}$ (see the Introduction and Section 5).

Remark 2: In a semi non-parametric estimation approach of Model (3.4), the vector of unknown parameters becomes $\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}, P_{0}\right)=\left(\boldsymbol{\theta}_{0}\left(\boldsymbol{\beta}_{0}\right), \boldsymbol{\lambda}_{0}\left(\boldsymbol{\beta}_{0}\right), P_{0}\right)$. However, it can be noted that $\boldsymbol{\lambda}_{0}$ and $P_{0}$ may not be identifiable, whatever the estimation method. Indeed, at the true parameter value, equation (3.4) can equivalently be written as:

$$
\begin{equation*}
\boldsymbol{y}_{t}=\boldsymbol{c}\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{0}\right) ; \boldsymbol{v}_{t}\right], \quad \boldsymbol{v}_{t}=\boldsymbol{c}\left(\boldsymbol{\lambda}_{0} ; \boldsymbol{u}_{t}\right) . \tag{3.10}
\end{equation*}
$$

The distribution of $\boldsymbol{y}_{t}$ conditional on $\boldsymbol{x}_{t}$ is thus invariant by any change of $\left(\boldsymbol{\lambda}_{0}, P_{0}\right)$ leaving unchanged the distribution of $\boldsymbol{c}\left(\boldsymbol{\lambda}_{0} ; \boldsymbol{u}_{t}\right)$. However, the distribution of $\boldsymbol{v}_{t}$ is identifiable and can be estimated through residuals $\hat{\boldsymbol{v}}_{t, T}=\boldsymbol{c}\left[\boldsymbol{a}\left(\boldsymbol{x}_{t}, \hat{\boldsymbol{\theta}}_{T}\right)^{-1} ; \boldsymbol{y}_{t}\right], t=1, \ldots, T$.

Remark 3: Proposition 2 can be applied after preliminary one-to-one changes on the observed variables $\boldsymbol{y} \mapsto \boldsymbol{y}^{*}=\boldsymbol{h}_{1}(\boldsymbol{y}) \in \mathcal{Y}^{*}=\mathcal{U}^{*}$, errors $\boldsymbol{u} \mapsto \boldsymbol{u}^{*}=\boldsymbol{h}_{2}(\boldsymbol{u}) \in \mathcal{U}^{*}=\mathcal{Y}^{*}$, and/or indexes $\boldsymbol{a} \mapsto \boldsymbol{a}^{*}=\boldsymbol{h}_{3}(\boldsymbol{a})$, that is to econometric models of the form:

$$
\boldsymbol{y}_{t}^{*}=\boldsymbol{h}_{1}\left\{\boldsymbol{c}\left[\boldsymbol{h}_{3}^{-1}\left(\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)\right) ; \boldsymbol{h}_{2}^{-1}\left(\boldsymbol{u}_{t}^{*}\right)\right]\right\} \equiv \boldsymbol{c}^{*}\left[\boldsymbol{a}^{*}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) ; \boldsymbol{u}_{t}^{*}\right] .
$$

The property of group of $(\mathcal{A}, *)$ is easily transferred to the new parametrization $\boldsymbol{a}^{*} \in \mathcal{A}^{*}=\boldsymbol{h}_{3}(\mathcal{A})$, with the operation $\tilde{*}$ defined by $\boldsymbol{a}^{*} \tilde{*} \boldsymbol{b}^{*}=\boldsymbol{h}_{3}\left[\boldsymbol{h}_{3}^{-1}\left(\boldsymbol{a}^{*}\right) * \boldsymbol{h}_{3}^{-1}\left(\boldsymbol{b}^{*}\right)\right]$.

## 4 Application to linear transformation models

In this section, we focus on linear (affine) transformation models and provide different examples, some of them including as special cases the examples of Section 2. As above, we do not distinguish below the functions $a$ and $\bar{a}$ of the augmented and identifiable augmented models defined in (1.3).

### 4.1 Linear transformation model

Proposition 2 can in particular be applied to linear transformation models:

$$
\begin{equation*}
\boldsymbol{y}_{t}=\boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \boldsymbol{u}_{t}, \quad \boldsymbol{\beta} \in \mathcal{B}, \boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \in \mathcal{A}, \tag{4.1}
\end{equation*}
$$

where $\boldsymbol{y}_{t}, \boldsymbol{u}_{t}$ are $n \times 1$ vectors, $\boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)$ is a $n \times n$ matrix and $\mathcal{A}$ is a group for the usual matrix multiplication operation, that is, a sub-group of the group of invertible matrices (by Cayley's Theorem). The associated identifiable augmented model is:

$$
\begin{equation*}
\boldsymbol{y}_{t}=\boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) \boldsymbol{\Lambda} \boldsymbol{u}_{t}, \quad \boldsymbol{\theta} \in \boldsymbol{\theta}(\mathcal{B}), \boldsymbol{\Lambda} \in \mathcal{A} \tag{4.2}
\end{equation*}
$$

In this case, the generic model is $\tilde{\boldsymbol{y}}=\boldsymbol{A} \boldsymbol{u}$, with the true parameter $\boldsymbol{A}_{0}=\boldsymbol{I}_{n}$, and the true error distribution $P_{0}$. We have, for any $\boldsymbol{A} \in \mathcal{A}, \tilde{\boldsymbol{y}} \in \mathbb{R}^{n}$,

$$
E_{0} l(\boldsymbol{A}, \tilde{\boldsymbol{y}})=E_{0} \log g\left(\boldsymbol{A}^{-1} \tilde{\boldsymbol{y}}\right)+\log \left|\operatorname{det}\left[\boldsymbol{A}^{-1}\right]\right|=E_{0} \log g\left[\boldsymbol{A}^{-1} \boldsymbol{u}\right]+\log \left|\operatorname{det}\left[\boldsymbol{A}^{-1}\right]\right|=L\left(\boldsymbol{A} ; P, P_{0}\right) .
$$

If $\mathcal{A}$ is an Abelian group, that is a commutative group, the augmented model (4.2) can equivalently be written as $\boldsymbol{y}_{t}=\boldsymbol{\Lambda} \boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) \boldsymbol{u}_{t}$. When $\mathcal{A}$ is not Abelian, the augmented model has to be taken of the form (4.2).

Corollary 1 Let us consider the linear transformation model (4.1). Under the assumptions of Proposition 2, we have: $\boldsymbol{\theta}_{0}^{*}=\boldsymbol{\theta}_{0}, \boldsymbol{\Lambda}_{0}^{*}=\boldsymbol{\Lambda}_{0} \boldsymbol{A}_{0}^{*}$, where $\boldsymbol{A}_{0}^{*}=\arg \max _{\boldsymbol{A} \in \mathcal{A}} L\left(\boldsymbol{A} ; P, P_{0}\right)$.

### 4.2 Linear affine transformation model

The linear affine transformation model is:

$$
\begin{equation*}
\boldsymbol{y}_{t}=\boldsymbol{\mu}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)+\boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \boldsymbol{u}_{t}, \quad \boldsymbol{\beta} \in \mathcal{B}, \boldsymbol{\mu} \in \mathcal{E}, \boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \in \mathcal{A} \tag{4.3}
\end{equation*}
$$

We have: $\boldsymbol{c}(\boldsymbol{a}, \boldsymbol{u})=\boldsymbol{\mu}+\boldsymbol{A} \boldsymbol{u}$ where $\boldsymbol{a}=(\boldsymbol{\mu}, \boldsymbol{A})$, and the group operation is: $\left(\boldsymbol{\mu}_{1}, \boldsymbol{A}_{1}\right) *\left(\boldsymbol{\mu}_{2}, \boldsymbol{A}_{2}\right)=$ $\left(\boldsymbol{\mu}_{1}+\boldsymbol{A}_{1} \boldsymbol{\mu}_{2}, \boldsymbol{A}_{1} \boldsymbol{A}_{2}\right)$. The associated identified augmented model is:

$$
\begin{equation*}
\boldsymbol{y}_{t}=\boldsymbol{\mu}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right)+\boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) \boldsymbol{\lambda}+\boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) \boldsymbol{\Lambda} \boldsymbol{u}_{t}, \quad \boldsymbol{\theta} \in \boldsymbol{\theta}(\mathcal{B}), \boldsymbol{\lambda} \in \mathcal{E}, \boldsymbol{\Lambda} \in \mathcal{A} . \tag{4.4}
\end{equation*}
$$

Then, Proposition 2 can be applied whenever $\mathcal{A}$ is a group for the multiplication of matrices, $\mathcal{E}$ is closed for the addition and such that $\mathcal{A E} \subset \mathcal{E}$. This augmented model is a multivariate extension of the Newey, Steigerwald univariate model in Example 1.

We can associate with model (4.3) the generic model $\tilde{\boldsymbol{y}}=\boldsymbol{b}+\boldsymbol{A} \boldsymbol{u}$, with true parameters $\boldsymbol{b}_{0}=$ $\mathbf{0}, \boldsymbol{A}_{0}=\boldsymbol{I}_{n}$, and true error distribution $P_{0}$. The limiting pseudo log-likelihood corresponding to the generic model is:

$$
\begin{aligned}
L\left(\boldsymbol{A}, \boldsymbol{b} ; P, P_{0}\right) & =E_{0} \log g\left[\boldsymbol{A}^{-1}(\tilde{\boldsymbol{y}}-\boldsymbol{b})\right]+\log \left|\operatorname{det}\left[\boldsymbol{A}^{-1}\right]\right| \\
& =E_{0} \log g\left(-\boldsymbol{A}^{-1} \boldsymbol{b}+\boldsymbol{A}^{-1} \boldsymbol{u}\right)+\log \left|\operatorname{det}\left[\boldsymbol{A}^{-1}\right]\right| .
\end{aligned}
$$

Corollary 2 Let us consider the linear affine transformation model (4.3). Under the assumptions of Proposition 2, we have: $\boldsymbol{\theta}_{0}^{*}=\boldsymbol{\theta}_{0}, \boldsymbol{\Lambda}_{0}^{*}=\boldsymbol{\Lambda}_{0} \boldsymbol{A}_{0}^{*}$ and $\boldsymbol{\lambda}_{0}^{*}=\boldsymbol{\lambda}_{0}+\boldsymbol{\Lambda}_{0} \boldsymbol{b}_{0}^{*}$, where $\left(\boldsymbol{A}_{0}^{*}, \boldsymbol{b}_{0}^{*}\right)=$ $\arg \max _{\boldsymbol{A} \in \mathcal{A}, \boldsymbol{b} \in \mathcal{E}} L\left(\boldsymbol{A}, \boldsymbol{b} ; P, P_{0}\right)$.

When $\mathcal{E}=\{0\}$, we are back to Model (4.1). However, there exist structural models where the set $\mathcal{E}$ is constrained without being reduced to $\{0\}$. This is the case of the one-factor model used in the Arbitrage Pricing Theory (APT). The standard APT model is such that $\tilde{\boldsymbol{y}}=\mu \boldsymbol{f}+\left(b \boldsymbol{I}_{n}+c \boldsymbol{f} \boldsymbol{f}^{\prime}\right) \boldsymbol{u}$ with parameters $\mu, b, c$, (the factorial direction $\boldsymbol{f}$ being fixed), where $\tilde{\boldsymbol{y}}$ is a vector of excess returns. In this setting, $\mathcal{E}$ is the vector space generated by $\boldsymbol{f}$.

Model (4.3) can be considered as a limit case of Model (4.1). Indeed, let us consider the set $\mathcal{A}^{*}$ of matrices $\left(\begin{array}{ll}\boldsymbol{A} & \boldsymbol{b} \\ \mathbf{0} & 1\end{array}\right)$, where $\boldsymbol{A} \in \mathcal{A}, \boldsymbol{b} \in \mathcal{E}$ with $\boldsymbol{A} \mathcal{E} \subset \mathcal{E}$. Then $\mathcal{A}^{*}$ is also a group for the multiplication of matrices. A generic model is $\binom{\tilde{\boldsymbol{y}}}{1}=\left(\begin{array}{ll}\boldsymbol{A} & \boldsymbol{b} \\ \mathbf{0} & 1\end{array}\right)\binom{\boldsymbol{u}}{1}$, which is equivalent to $\tilde{\boldsymbol{y}}=\boldsymbol{A} \boldsymbol{u}+\boldsymbol{b}$. This is a limit case of the linear model in which the errors distribution is degenerate.

### 4.3 Exponential transformation models

We now provide specific examples of linear transformation models through their associated generic model. In the exponential transformation model, the matrix $\boldsymbol{A}$ is of the type:

$$
\begin{equation*}
\boldsymbol{A}=\exp \left(-\sum_{j=1}^{J} a_{j} \boldsymbol{C}_{j}\right) \tag{4.5}
\end{equation*}
$$

where the $\boldsymbol{C}_{j}, j=1, \ldots, J$ are $n \times n$ matrices that commute. ${ }^{7}$ The augmented model is obtained with:

$$
\boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) \boldsymbol{\Lambda}=\exp \left(-\sum_{j=1}^{J}\left[a_{j}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right)+\lambda_{j}\right] \boldsymbol{C}_{j}\right) .
$$

The extra parameter can be interpreted as an intercept and the augmented model as the econometric model with intercept.

Example 3 (cont.): Model with homogenous spatial interactions
Let us consider a decomposition of $\mathbb{R}^{n}$ into $J$ orthogonal vector spaces and let us denote $\boldsymbol{P}_{j}, j=$ $1, \ldots, J$, the associated orthogonal projectors. These projectors commute since $\boldsymbol{P}_{j} \boldsymbol{P}_{k}=0, \forall j \neq k$, and it can be checked that:

$$
\begin{equation*}
\exp \left(-\sum_{j=1}^{J} a_{j} \boldsymbol{P}_{j}\right)=\sum_{j=1}^{J} \exp \left(-a_{j}\right) \boldsymbol{P}_{j} . \tag{4.6}
\end{equation*}
$$

Then we can use Proposition 2 for the Abelian group of matrices $\exp \left(-\sum_{j=1}^{J} a_{j} \boldsymbol{C}_{j}\right)$ with $\boldsymbol{C}_{j}=\boldsymbol{P}_{j}$. Example 3 corresponds to the special case where: $J=2, \boldsymbol{P}_{1}=\mathbb{1} \mathbb{1}^{\prime} / n, \boldsymbol{P}_{2}=\boldsymbol{I}_{n}-\mathbb{1}^{\prime} / n$, $\mathbb{1}$ denotes the vector with unitary components, and the transformation is of the type

$$
\exp \left\{-\alpha_{1}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)\right\} \boldsymbol{P}_{1}+\exp \left\{-\alpha_{2}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)\right\} \boldsymbol{P}_{2},
$$

where $\alpha_{1}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right), \alpha_{2}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)$ are in a one-to-one relationship with $a_{1}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right), a_{2}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)$ of Example 3 (see Section 5.3 below).

## Example 4: Observations of volatility matrices

The set of symmetric positive definite (SPD) matrices is also a manifold denoted $\operatorname{Sym}^{+}(n)$ and our approach can be applied to SPD matrix valued data such as observed volatility matrices [see Arsigny et al. (2007), Yuan et al. (2012), Huang et al. (2014), and the references therein for other SPD matrix valued data in the medical imaging literature].

Let us consider a SPD matrix $\boldsymbol{U}$ of size $(n, n)$, another $(n, n)$ matrix $\boldsymbol{B}$, and the application:

$$
\boldsymbol{U} \mapsto \exp (a \boldsymbol{B}) \boldsymbol{U} \exp \left(a \boldsymbol{B}^{\prime}\right):=\boldsymbol{Y} .
$$

[^4]This defines a group of linear transformations on $\operatorname{Sym}^{+}(n)$. To link this group with our general specification, let us apply the vec operator. We have:

$$
\begin{equation*}
\operatorname{vec}(\boldsymbol{Y})=\operatorname{vec}\left\{\exp (a \boldsymbol{B}) \boldsymbol{U} \exp \left(a \boldsymbol{B}^{\prime}\right)\right\}=\{\exp (a \boldsymbol{B}) \otimes \exp (a \boldsymbol{B})\} \operatorname{vec}(\boldsymbol{U}), \tag{4.7}
\end{equation*}
$$

where $\otimes$ denotes the Kronecker product. The transformation in (4.7) can also be written as: $\operatorname{vec}(\boldsymbol{Y})=\exp (a \boldsymbol{C}) \operatorname{vec}(\boldsymbol{U})$ where $\boldsymbol{C}$ is the so-called infinitesimal generator.

To find matrix $\boldsymbol{C}$, let us now consider the behaviour of this transformation when $a$ is close to zero. We get:
$\{\exp (a \boldsymbol{B}) \otimes \exp (a \boldsymbol{B})\} \operatorname{vec}(\boldsymbol{U}) \sim\{(\boldsymbol{I}+a \boldsymbol{B}) \otimes(\boldsymbol{I}+a \boldsymbol{B})\} \operatorname{vec}(\boldsymbol{U}) \sim \operatorname{vec}(\boldsymbol{U})+a\{\boldsymbol{B} \otimes \boldsymbol{I}+\boldsymbol{I} \otimes \boldsymbol{B}\} \operatorname{vec}(\boldsymbol{U})$. Therefore, the underlying infinitesimal generator $\boldsymbol{C}$ is:

$$
\begin{equation*}
C=B \otimes I+\boldsymbol{I} \otimes B, \tag{4.8}
\end{equation*}
$$

and the transformation (4.7) can be equivalently written as:

$$
\begin{equation*}
\operatorname{vec}(\boldsymbol{Y})=\exp \{a(\boldsymbol{B} \otimes \boldsymbol{I}+\boldsymbol{I} \otimes \boldsymbol{B})\} \operatorname{vec}(\boldsymbol{U}) . \tag{4.9}
\end{equation*}
$$

Therefore, the methodology of our paper is valid for groups of such transformations applied to observed realized volatility matrices, or to observed implied volatility matrices derived from observed derivative prices.

## Example 5: Stationary spatial models

Let us denote $\boldsymbol{C}(k)$ the ( $n, n$ ) matrix with unitary values on the upper $k^{t h}$ diagonal and with zero anywhere else, i.e. with entries $C_{i j}(k)=1$, if $j=i+k$, $=0$, otherwise. By convention, $\boldsymbol{C}(k)=0$ for $k \geq n$. These matrices commute since:

$$
\begin{equation*}
\boldsymbol{C}(k) \boldsymbol{C}(l)=\boldsymbol{C}(k+l)=\boldsymbol{C}(1)^{k+l}, \forall k, l \geq 0 . \tag{4.10}
\end{equation*}
$$

By applying formula (4.10), we see that:

$$
\begin{equation*}
\exp \left[\sum_{j=0}^{n-1} a_{j} \boldsymbol{C}(j)\right] \equiv \sum_{j=0}^{n-1} b_{j}(a) \boldsymbol{C}(j), \text { say, } \tag{4.11}
\end{equation*}
$$

where $b(a)=\left[b_{j}(a)\right]$ is a one-to-one function of the vector $a=\left(a_{j}\right)$. Formula (4.11) explains how to reparametrize for asymptotic bias adjustment spatial models of the type:

$$
\tilde{\boldsymbol{y}}=\left(\begin{array}{ccc}
b_{0} & b_{1} & b_{n-1}  \tag{4.12}\\
0 & \ddots & b_{1} \\
0 & 0 & b_{0}
\end{array}\right) \boldsymbol{u} \equiv \boldsymbol{B} \boldsymbol{u} .
$$

Such specifications are the spatial reduced form counterparts of models of the type $\tilde{\boldsymbol{y}}=\boldsymbol{R} \tilde{\boldsymbol{y}}+\boldsymbol{u}_{t}$, where $\left(\boldsymbol{I}_{n}-\boldsymbol{R}\right)^{-1}=\boldsymbol{B}$, since the inverse of a triangular Toeplitz matrix is also triangular Toeplitz for large $n$. Thus, to facilitate bias adjustment, it is preferable to parametrize directly the reduced form, that is to avoid the modelling with simultaneous equations. These types of models are used in the literature on spatial data, networks, interactions, and peer effects. ${ }^{8}$ Model (4.12) corresponds to hierarchical peer effects.
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## 5 Identification

Let us discuss the assumptions A.5-A. 6 and the identification issues in the linear transformation model (4.2). First note that the assumptions depend on both $P$ and $P_{0}$. For instance, Assumption A. 6 defined functions $\boldsymbol{\theta}_{0}^{*}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\Lambda}_{0} ; P, P_{0}\right), \boldsymbol{\Lambda}_{0}^{*}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\Lambda}_{0} ; P, P_{0}\right)$. For given $P, P_{0}$, we get the binding functions that explain how the pseudo-true values $\boldsymbol{\theta}_{0}^{*}, \boldsymbol{\Lambda}_{0}^{*}$ depend on the true values $\boldsymbol{\theta}_{0}, \boldsymbol{\Lambda}_{0}$. These binding functions extend in a semi-parametric framework the parametric binding function introduced in (White (1982), Gouriéroux et al. (1984)). We expect Assumptions A.5-A. 6 to be satisfied for a large class of true and pseudo distributions, i.e. for any $P, P_{0} \in \mathcal{P}$. In particular they have to be satisfied for $P=P_{0} \in \mathcal{P}$. When $P=P_{0}$, the PML reduces to the standard ML estimator, is consistent i.e. $\boldsymbol{\theta}_{0}^{*}=\boldsymbol{\theta}_{0}, \boldsymbol{\Lambda}_{0}^{*}=\boldsymbol{\Lambda}_{0}$, and Assumption A. $\mathbf{6}$ is simply the standard asymptotic identification condition.

Let us now discuss in more details Assumption A. 5 on the generic artificial model and Assumption A. 6 on the augmented model (4.2).

### 5.1 Identification in the generic model

In the generic model, $\tilde{\boldsymbol{y}}=\boldsymbol{A} \boldsymbol{u}$, with $\boldsymbol{A}_{0}=\boldsymbol{I}_{n}$ and $P_{0}$ the true distribution, the pseudo-true value $\boldsymbol{A}_{0}^{*}\left(\mathcal{A} ; P, P_{0}\right)$ in Assumption A. 5 depends on $P, P_{0}$ and on the group $\mathcal{A}$. This identification problem is related to the identification problem encountered in Independent Component Analysis (see e.g. Comon (1994), Hyvarinen et al. (2001)). To each group $\mathcal{A}$ can be attached a set $\mathcal{P}(\mathcal{A})$ such that Assumption A. 5 is satisfied for any $P, P_{0} \in \mathcal{P}(\mathcal{A})$.

In order to apply the results in Eriksson and Koivunen (2004), we assume that the set of distributions $\mathcal{P}(\mathcal{A})$ includes the distributions such that the components $u_{i t}$ are independent, with different distributions and at most one Gaussian marginal distribution.

If $\mathcal{A}$ is the group of square invertible matrices, i.e. the linear group $\operatorname{GL}(n)$, then $\boldsymbol{A}_{0}^{*}$ is unique up to permutations and homothetic transformations of the columns (see Eriksson and Koivunen (2004), Gouriéroux et al. (2016)). From a group perspective, the set generated by the permutations and homotheties forms a sub-group $M$ and the identifiable parameter is an element of the quotient group $\mathrm{GL}(n) / M$.

If $\mathcal{A}$ is the group of triangular matrices with positive diagonal elements, then $\boldsymbol{A}_{0}^{*}$ is unique up to homothetic transformations of the columns. Indeed, the permutations of the columns are no longer possible. It is neither necessary to assume a priori spherical distributions, nor distributions with symmetry properties, nor to assume the existence of first and second-order moments.

We now consider examples introduced in the previous sections.

### 5.1.1 Newey-Steigerwald model (Example 1 continued)

Conditions for identification have been analyzed in Newey-Steigerwald (1997). As noted in their paper p. 588 (see also Th. 2): "If one additional parameter is introduced (that is in the augmented model), the identification condition for consistency is satisfied even if the symmetry condition (on the "assumed innovation" and "true innovation" densities) does not hold." In this case, the identification can be derived without introducing restrictions on the distribution of $\boldsymbol{u}$. This is compatible with the discussion in Section 5.1 of identification in the generic model. Indeed, in the one-dimensional case, the set $\mathcal{P}(\mathcal{A})$ includes Gaussian as well as non Gaussian distributions.

### 5.1.2 Exponential transformation model (Examples 3,4,5)

Identification can be studied directly by considering the limiting expected conditional pseudolikelihood derived in Proposition 1 and Section 9.1 in the on-line appendix. In view of (6.2), the identification condition in the generic model is that

$$
\begin{equation*}
\max _{a_{j}} E_{0} \log g\left[\exp \left(\sum_{j=1}^{J} a_{j} \boldsymbol{C}_{j}\right) \boldsymbol{u}\right]+\sum_{j=1}^{J} a_{j} \operatorname{Tr}\left(\boldsymbol{C}_{j}\right), \tag{5.1}
\end{equation*}
$$

has a unique solution. Under the Eriksson and Koivunen condition on the distribution of $\boldsymbol{u}$, it is satisfied if and only if

$$
\exp \left(\sum_{j=1}^{J} a_{j} \boldsymbol{C}_{j}\right)=\exp \left(\sum_{j=1}^{J} \alpha_{j} \boldsymbol{C}_{j}\right)
$$

up to a permutation of columns and scale effects on the columns, implies $a_{j}=\alpha_{j}$, for $j=1, \ldots, J$. This condition is equivalent to

$$
\sum_{j=1}^{J} \beta_{j} \boldsymbol{C}_{j}=\mathbf{0} \quad \Rightarrow \quad \beta_{j}=0, \quad j=1, \ldots, J,
$$

since matrix $\mathbf{0}$ is invariant by permutation of columns and scale effects on the columns. Thus, the identification in the generic model is equivalent to the linear independence of matrices $C_{j}, j=$ $1, \ldots, J$. This identification condition is clearly satisfied in Example 3 where the orthogonal projectors $P_{j}$ are linearly independent. Indeed, if $\sum_{j=1}^{J} \beta_{j} \boldsymbol{P}_{j}=\mathbf{0}$, we also have $\sum_{j=1}^{J} \beta_{j} \boldsymbol{P}_{j} \boldsymbol{P}_{k}=\beta_{k} \boldsymbol{P}_{k}^{2}=$ $\beta_{k} \boldsymbol{P}_{k}=\mathbf{0}$, for any $k$, which entails $\beta_{k}=0$.

The identification condition is also satisfied for any model with $J=1$ and $\boldsymbol{C}_{1} \neq \mathbf{0}$, as in Example 5 on volatility matrices.

### 5.2 Identification in the augmented model (for given $P$ )

Assumption A. 6 concerns the identification of pseudo-true values in the augmented model. The identification depends on the properties of the generic model, but also on the specification of the index functions.

Under Assumption A.5, Assumption A. 6 is satisfied under the primitive condition of $\mathcal{\mathcal { A }}$-identification defined below.

Definition 1 Parameters $(\boldsymbol{\theta}, \boldsymbol{\Lambda})$ are $\mathcal{A}$-identified iff

$$
\boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right) \boldsymbol{\Lambda}=\boldsymbol{A}\left(\boldsymbol{x}_{t}, \tilde{\boldsymbol{\theta}}\right) \tilde{\boldsymbol{\Lambda}}, \quad P_{x}-\text { a.s. with } \boldsymbol{\theta}, \tilde{\boldsymbol{\theta}} \in \boldsymbol{\Theta}, \boldsymbol{\Lambda}, \tilde{\boldsymbol{\Lambda}} \in \mathcal{A},
$$

implies $\boldsymbol{\theta}=\tilde{\boldsymbol{\theta}}$ and $\boldsymbol{\Lambda}=\tilde{\boldsymbol{\Lambda}}$.
In practice, two cases have to be distinguished:

- If, for a given $P,(\boldsymbol{\beta}, \boldsymbol{\Lambda})$ is identifiable in the unconstrained augmented model, we can choose $\boldsymbol{\theta}=\boldsymbol{\beta}, \boldsymbol{\Lambda}$ as new parameters, that is without changing the notation. The true distribution corresponds to the special values $\boldsymbol{\theta}_{0}=\boldsymbol{\beta}_{0}, \boldsymbol{\Lambda}_{0}=\boldsymbol{I}_{n}$.
- If, for a given $P,(\boldsymbol{\beta}, \boldsymbol{\Lambda})$ is not identifiable in the unconstrained augmented model, we have to reparametrize the augmented model as $\boldsymbol{y}_{t}=\boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}(\boldsymbol{\beta})\right) \boldsymbol{\Lambda} \boldsymbol{u}_{t}$, where the function $\boldsymbol{\beta} \mapsto \boldsymbol{\theta}(\boldsymbol{\beta})$ has reduced rank, and $\boldsymbol{\Lambda}$ is still left free to vary in $\mathcal{A}$. Then, to apply Proposition 2 , we have to check that this reduced rank augmented model with constrained $\boldsymbol{\theta}$ is nesting the initial model, that is, that $\boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}_{0}\right)$ can be written in this new parametrization as $\overline{\boldsymbol{A}}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\left(\boldsymbol{\beta}_{0}\right)\right) \boldsymbol{\Lambda}\left(\boldsymbol{\beta}_{0}\right)$, say, for any $\boldsymbol{\beta}_{0} \in \mathcal{B}$.

Let us now provide examples of identification analysis to show how to carefully proceed and in particular how to (re)parametrize the model of interest.

### 5.3 Example of identified models

In practice, the two identification issues that are the identification in the generic model and the $\mathcal{A}$ identification issue concerning the specification of the score function have to be taken into account. It is known in the standard econometric literature that the $\mathcal{A}$-identification has to be analyzed case by case according to the expression of the scores and the possible exclusion restrictions on the explanatory variables. We consider below two specific examples: we first consider a Cholesky ARCH model with linear scores, then we discuss the restrictions on the scale parameter in a model with spatial interactions.

## Example 2 (cont.): Cholesky ARCH model

Let us consider a Cholesky ARCH model:

$$
\boldsymbol{y}_{t}=\left(\begin{array}{cc}
\boldsymbol{x}_{t}^{\prime} \boldsymbol{\beta}_{11} & 0 \\
\boldsymbol{x}_{t}^{\prime} \boldsymbol{\beta}_{21} & \boldsymbol{x}_{t}^{\prime} \boldsymbol{\beta}_{22}
\end{array}\right) \boldsymbol{u}_{t}:=\boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right) \boldsymbol{u}_{t} .
$$

The matrix $\boldsymbol{A}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)$ belongs to the group $\mathrm{GL}(n)$ and to the group of lower triangular matrices as well. When the marginal components of $\boldsymbol{u}_{t}$ are independent, with different marginal distributions and at most one Gaussian distribution, we can introduce two identified augmented models that are:

$$
\text { Model 1: } \quad \boldsymbol{y}_{t}=\left(\begin{array}{cc}
\boldsymbol{x}_{t}^{\prime} \boldsymbol{\theta}_{11} & \boldsymbol{x}_{t}^{\prime} \boldsymbol{\theta}_{12} \\
\boldsymbol{x}_{t}^{\prime} \boldsymbol{\theta}_{21} & \boldsymbol{x}_{t}^{\prime} \boldsymbol{\theta}_{22}
\end{array}\right)\left(\begin{array}{cc}
\lambda_{11} & \lambda_{12} \\
\lambda_{21} & \lambda_{22}
\end{array}\right) \boldsymbol{u}_{t}
$$

for $\mathcal{A}=\mathrm{GL}(n)$, and

$$
\text { Model 2: } \quad \boldsymbol{y}_{t}=\left(\begin{array}{cc}
\boldsymbol{x}_{t}^{\prime} \boldsymbol{\theta}_{11} & 0 \\
\boldsymbol{x}_{t}^{\prime} \boldsymbol{\theta}_{21} & \boldsymbol{x}_{t}^{\prime} \boldsymbol{\theta}_{22}
\end{array}\right)\left(\begin{array}{cc}
\lambda_{11} & 0 \\
\lambda_{21} & \lambda_{22}
\end{array}\right) \boldsymbol{u}_{t}
$$

for the second group. Let us assume $K$ linearly independent explanatory variables, and denote $\boldsymbol{\Theta}_{k}, k=1, \ldots, K$ the matrices of coefficients of $x_{k t}$ in the models. A condition of $\mathcal{A}$-identification of parameters $\boldsymbol{\Theta}_{k}, k=1, \ldots, K, \boldsymbol{\Lambda}$ in both augmented models is $\boldsymbol{\Theta}_{1}=\boldsymbol{I}_{2}$. The model of interest can be written as $\boldsymbol{y}_{t}=\sum_{k=1}^{K} x_{k t} \boldsymbol{B}_{k} \boldsymbol{u}_{t}$, with $\boldsymbol{B}_{k}=\left(\begin{array}{cc}\beta_{11, k} & 0 \\ \beta_{21, k} & \beta_{22, k}\end{array}\right)$ whereas the identified augmented model is $\boldsymbol{y}_{t}=\sum_{k=1}^{K} x_{k t} \boldsymbol{\Theta}_{k} \Lambda \boldsymbol{u}_{t}$. Since $\boldsymbol{\Theta}_{1}=\boldsymbol{I}_{2}$, we get $\boldsymbol{\Lambda}(\boldsymbol{\beta})=\boldsymbol{B}_{1}$ and
$\boldsymbol{\Theta}_{k}(\boldsymbol{\beta})=\boldsymbol{B}_{k} \boldsymbol{B}_{1}^{-1}, k=2, \ldots, K$ whenever $\boldsymbol{B}_{1}$ is invertible. The parameters $\boldsymbol{\Theta}_{k}(\boldsymbol{\beta})$ are consistently estimable. Since $\boldsymbol{B}_{k} \boldsymbol{B}_{1}^{-1}=\left(\begin{array}{cc}\frac{\beta_{11, k}}{\beta_{11,1}} & 0 \\ \frac{\beta_{21, k}}{\beta_{11,1}}-\frac{\beta_{22, k}}{\beta_{22,1}} \frac{\beta_{21,1}}{\beta_{11,1}} & \frac{\beta_{22, k}}{\beta_{22,1}}\end{array}\right)$, the parameters in the diagonal indexes are consistently estimable up to a multiplicative factor. The transformation is more complicated for the off diagonal terms, except if one explanatory variable for instance the first one is excluded from the off-diagonal term, i.e. if $\beta_{21,1}=0$. Then, parameters $\beta_{11, k}, \beta_{21, k}$ (resp. $\beta_{22, k}$ ) are identifiable up to a multiplicative factor.

## Example 3 (cont.): Model with homogenous dynamic spatial interactions

Let us now discuss the identification issue for the model considered in Example 3 in Section 4.3. To understand the notion of intercept, we first need to reparametrize the generic model under the form:

$$
\tilde{\boldsymbol{y}}=\exp \left\{-\alpha_{1} \boldsymbol{P}_{1}-\alpha_{2}\left(\boldsymbol{I}_{n}-\boldsymbol{P}_{1}\right)\right\} \boldsymbol{u}=\left\{\exp \left(-\alpha_{1}\right) \boldsymbol{P}_{1}+\exp \left(-\alpha_{2}\right)\left(\boldsymbol{I}_{n}-\boldsymbol{P}_{1}\right)\right\} \boldsymbol{u},
$$

where $\boldsymbol{P}_{1}=\mathbb{1} \mathbb{1}^{\prime} / n$. This is a linear transformation corresponding to a matrix with diagonal elements: $\exp \left(-\alpha_{2}\right)+\frac{1}{n}\left\{\exp \left(-\alpha_{1}\right)-\exp \left(-\alpha_{2}\right)\right\}$, and out-of-diagonal elements $\frac{1}{n}\left\{\exp \left(-\alpha_{1}\right)-\exp \left(-\alpha_{2}\right)\right\}$. Therefore, the parametrization $a_{1}, a_{2}$ of Example 3, Section 2, is such that

$$
\left\{\begin{array}{l}
a_{1}=\exp \left(-\alpha_{2}\right)+\frac{1}{n}\left\{\exp \left(-\alpha_{1}\right)-\exp \left(-\alpha_{2}\right)\right\} \\
a_{2}=\frac{1}{n}\left\{\exp \left(-\alpha_{1}\right)-\exp \left(-\alpha_{2}\right)\right\} /\left[\exp \left(-\alpha_{2}\right)+\frac{1}{n}\left\{\exp \left(-\alpha_{1}\right)-\exp \left(-\alpha_{2}\right)\right\}\right] .
\end{array}\right.
$$

Equivalently, the parametrization in Section 4.3 is related to the one of Section 2 by:

$$
\left\{\begin{array}{l}
\alpha_{1}=-\log \left\{a_{1}\left(1+(n-1) a_{2}\right)\right\} \\
\alpha_{2}=-\log \left\{a_{1}\left(1-a_{2}\right)\right\}
\end{array}\right.
$$

which is well defined for $a_{1}>0, a_{2} \in\left(-\frac{1}{n-1}, 1\right)$ (see Section 2). As seen in Section 4.3, the intercepts are parameters $\mu_{1}, \mu_{2}$, say, to be added to the $\alpha_{i}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)$ 's, $i=1,2$, in the econometric model. Therefore, an identification problem arises in the initial parametrization $a_{1 t}=a_{1}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)$, $a_{2 t}=a_{2}\left(\boldsymbol{x}_{t}, \boldsymbol{\beta}\right)$ if and only if there is a scale parameter in either $a_{1 t}\left(1+(n-1) a_{2 t}\right)$, or $a_{1 t}\left(1-a_{2 t}\right)$. This occurs if there is a scale parameter in $a_{1 t}$, or a scale parameter in $1-a_{2 t}$, or a scale parameter in $1+(n-1) a_{2 t}$. Such scale parameters are constrained by the conditions on the admissible values of $a_{1 t}, a_{2 t}$. For instance if $0<a_{2 t}<1$ for all $t$, the associated scale parameter has to belong to $(0,1)$.

## 6 Asymptotic distribution of the PML estimator

The asymptotic theory for PML estimators was initially developed in the i.i.d. setting (see e.g. White (1994), Gouriéroux, Monfort (1995), chap. 24). In our framework, we will assume independence between $\boldsymbol{u}_{t}$ and the past of $\boldsymbol{x}_{t}$, a stronger condition than A.3:

Assumption A.8: $\boldsymbol{u}_{t}$ is independent from the $\boldsymbol{x}_{t-i}$, for $i \geq 0$.
Under the Assumptions A.1-A. 8 and other regularity conditions (see the on-line Appendix), the PML estimator is asymptotically normal with asymptotic variance-covariance matrix obtained by
a sandwich formula:

$$
V_{a s}\left[\sqrt{T}\binom{\hat{\boldsymbol{\theta}}_{T}-\boldsymbol{\theta}_{0}}{\hat{\boldsymbol{\lambda}}_{T}-\boldsymbol{\lambda}_{0}^{*}}\right]=\boldsymbol{A}^{-1} \boldsymbol{B} \boldsymbol{A}^{-1},
$$

where

$$
\boldsymbol{A}=E_{0}\left[-\frac{\partial^{2}}{\partial \boldsymbol{\vartheta} \partial \boldsymbol{\vartheta}^{\boldsymbol{\vartheta}}} l_{t}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)\right], \quad \boldsymbol{B}=V_{0}\left[\frac{\partial}{\partial \boldsymbol{\vartheta}} l_{t}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)\right],
$$

$\boldsymbol{\vartheta}=\left(\boldsymbol{\theta}^{\prime}, \boldsymbol{\lambda}^{\prime}\right)^{\prime}=\left(\vartheta_{j}\right)_{1 \leq j \leq K+J}$ and $l_{t}(\boldsymbol{\vartheta})=l\left[a\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right) * \boldsymbol{\lambda}, \boldsymbol{y}_{t}\right]$.
The expression of matrices $\boldsymbol{A}$ and $\boldsymbol{B}$ simplifies when the group is commutative ${ }^{9}$, as in the exponential transformation model of Section 4.3, namely:

$$
\begin{equation*}
\boldsymbol{y}_{t}=\exp \left(-\sum_{j=1}^{J}\left[a_{j}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}_{0}\right)+\lambda_{0 j}\right] \boldsymbol{C}_{j}\right) \boldsymbol{u}_{t} \tag{6.1}
\end{equation*}
$$

where the $n \times n$ matrices $\boldsymbol{C}_{j}, j=1, \ldots, J$ commute. The limiting pseudo log-likelihood in the generic model without explanatory variable is:

$$
\begin{equation*}
L\left(\boldsymbol{a} ; P, P_{0}\right)=E_{0} l(\boldsymbol{u}, \boldsymbol{a}), \quad \text { where } \quad l(\boldsymbol{u}, \boldsymbol{a})=\log g\left[\exp \left(\sum_{j=1}^{J} a_{j} \boldsymbol{C}_{j}\right) \boldsymbol{u}\right]+\sum_{j=1}^{J} a_{j} \operatorname{Tr}\left(\boldsymbol{C}_{j}\right),( \tag{6.2}
\end{equation*}
$$

and the pseudo log-likelihood corresponding to date $t$ in Model (6.1) is $l\left(\boldsymbol{y}_{t}, \boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right)+\boldsymbol{\lambda}\right)$.
The asymptotic distribution of the PML estimator will follow from the property of martingale difference of the pseudo score, and the asymptotic variance-covariance matrix of the PML estimator is obtained by a simplified sandwich formula.

Proposition 3 Under the Assumptions A.1-A. 8 and other regularity conditions (see the on-line Appendix), the PML estimator is asymptotically normal:

$$
\sqrt{T}\binom{\hat{\boldsymbol{\theta}}_{T}-\boldsymbol{\theta}_{0}}{\hat{\boldsymbol{\lambda}}_{T}-\boldsymbol{\lambda}_{0}^{*}} \stackrel{d}{\rightarrow} N\left(\mathbf{0}, \boldsymbol{A}^{-1} \boldsymbol{B} \boldsymbol{A}^{-1}\right),
$$

where $\boldsymbol{\lambda}_{0}^{*}=\boldsymbol{\lambda}_{0}+\boldsymbol{a}_{0}^{*}$ and:

$$
\boldsymbol{B}=E_{x}\left[\binom{\frac{\partial \boldsymbol{a}^{\prime}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}_{0}\right)}{\partial \boldsymbol{\theta}}}{\boldsymbol{I}_{J}} \boldsymbol{K}\binom{\frac{\partial \boldsymbol{a}^{\prime}\left(\boldsymbol{x}_{i} ; \boldsymbol{\theta}_{0}\right)}{\partial \boldsymbol{\theta}}}{\boldsymbol{I}_{J}}^{\prime}\right], \quad \boldsymbol{A}=E_{x}\left[\binom{\frac{\partial \boldsymbol{a}^{\prime}\left(\boldsymbol{x}_{i} ; \boldsymbol{\theta}_{0}\right)}{\partial \boldsymbol{\theta}}}{\boldsymbol{I}_{J}} \boldsymbol{L}\binom{\frac{\partial \boldsymbol{a}^{\prime}\left(\boldsymbol{x}_{i} ; \boldsymbol{\theta}_{0}\right)}{\partial \boldsymbol{\theta}}}{\boldsymbol{I}_{J}}^{\prime}\right],
$$

where the $J \times J$ matrices $\boldsymbol{K}$ and $\boldsymbol{L}$ only depend on the true and pseudo densities of $\boldsymbol{u}_{t}$ and are displayed in the proof.

Proof: See the on-line Appendix.

[^6]
## 7 Concluding Remarks

We have provided group transformation models such that the PML estimators of functions $\boldsymbol{\theta}\left(\boldsymbol{\beta}_{0}\right)$ of the parameter of interest are consistent for any "regular" pseudo-distribution, when the error $\boldsymbol{u}_{t}$ is independent from the explanatory variable $\boldsymbol{x}_{t}$. For a given transformation $\boldsymbol{c}$ and a given index function $\boldsymbol{a}\left(\boldsymbol{x}_{t}, \boldsymbol{\theta}\right)$, we get an infinite number of PML estimators $\boldsymbol{\theta}$. We have shown that for multivariate models based on exponential transformations, under appropriate regularity conditions, these PML estimators are asymptotically normal with asymptotic variance-covariance matrices obtained by the so-called sandwich formula. These matrices can be used to select an accurate PML among all the consistent ones and to construct misspecification tests. The existence of representation (3.10), with identifiable parameter $\boldsymbol{\theta}_{0}$ and estimable errors distribution, suggests studying adaptive estimation methods, as in Hafner and Rombouts (2007) for the Gaussian PML in multivariate volatility models, in which an estimator of the errors distribution is used to efficiently estimate $\boldsymbol{\theta}_{0}$. This is left for further research.
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## Consistent Pseudo-Maximum Likelihood Estimators and Groups of Transformations: On-line Appendix (not for publication)

This document consists of two sections of additional results: i) Regularity conditions for Proposition 3 and sketch of proof; ii) Derivatives of functions based on exponential of matrices.

## 8 Regularity conditions for Proposition 3

Let $\boldsymbol{\vartheta}=\left(\boldsymbol{\theta}^{\prime}, \boldsymbol{\lambda}^{\prime}\right)^{\prime}=\left(\vartheta_{j}\right)_{1 \leq j \leq K+J}$ and $l_{t}(\boldsymbol{\vartheta})=l\left[a\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)+\boldsymbol{\lambda}, \boldsymbol{y}_{t}\right]$.
Together with Assumptions A.1-A.7, Proposition 3 requires the following assumptions:
Assumption A.9: $\boldsymbol{\vartheta}_{0}^{*}=\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)$ belongs to the interior of $\boldsymbol{\theta}(\mathcal{B}) \times \mathcal{A}$.
Assumption A.10: For any $\boldsymbol{x}$, the function $\boldsymbol{\theta} \rightarrow a(\boldsymbol{x} ; \boldsymbol{\theta})$ has continuous third-order derivatives. The pseudo-density function $g$ is three times continuously differentiable.

Assumption A.11: The matrices $\boldsymbol{K}$ and $\boldsymbol{L}$ defined in the proof are positive definite.
Assumption A.12: For at least one $j \in\{1, \ldots, J\}$, the matrix $\mathrm{V}_{0}\left(\frac{\partial a_{j}}{\partial \boldsymbol{\theta}}\left(x_{t}, \boldsymbol{\theta}_{0}\right)\right)$ is positive definite.

Assumption A.13: There exists a neighborhood $V\left(\boldsymbol{\vartheta}_{0}^{*}\right)$ of $\boldsymbol{\vartheta}_{0}^{*}$ such that, for $i, j=1, \ldots, r$, for all $\boldsymbol{\vartheta} \in V\left(\boldsymbol{\vartheta}_{0}^{*}\right), \quad$ the process $\left\{\frac{\partial}{\partial \boldsymbol{\vartheta}^{\prime}}\left(\frac{\partial^{2}}{\partial \vartheta_{i} \partial \vartheta_{j}} \ell_{t}(\boldsymbol{\vartheta})\right)\right\} \quad$ is strictly stationary and ergodic, and,

$$
E_{0} \sup _{\boldsymbol{\vartheta} \in V\left(\boldsymbol{\vartheta}_{0}^{*}\right)}\left\|\frac{\partial}{\partial \boldsymbol{\vartheta}^{\prime}}\left(\frac{\partial^{2}}{\partial \vartheta_{i} \partial \vartheta_{j}} \ell_{t}(\boldsymbol{\vartheta})\right)\right\|<\infty
$$

## 9 Proof of Proposition 3

In this Section, we will explain how to use an appropriate Central Limit Theorem (CLT), and we will derive the asymptotic covariance matrix.

### 9.1 The pseudo-score

For Model (6.1), the pseudo log-likelihood for one observation takes the form:

$$
l_{t}(\boldsymbol{\vartheta})=l_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})=\log g\left[\exp \left\{\sum_{j=1}^{J}\left[a_{j}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)+\lambda_{j}\right] \boldsymbol{C}_{j}\right\} \boldsymbol{y}_{t}\right]+\sum_{j=1}^{J}\left[a_{j}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)+\lambda_{j}\right] \operatorname{Tr}\left(\boldsymbol{C}_{j}\right)
$$

Let

$$
z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})=\exp \left\{\sum_{j=1}^{J}\left[a_{j}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)+\lambda_{j}\right] \boldsymbol{C}_{j}\right\} \boldsymbol{y}_{t}
$$

For $\gamma=\left(\operatorname{Tr}\left(\boldsymbol{C}_{1}\right), \ldots, \operatorname{Tr}\left(\boldsymbol{C}_{J}\right)\right)^{\prime}$, we have:

$$
l_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})=\log g\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\}+\boldsymbol{\gamma}^{\prime}\left\{\boldsymbol{a}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)+\boldsymbol{\lambda}\right\} .
$$

Using the computations of Section 10.3, it follows that:

$$
\begin{aligned}
\frac{\partial}{\partial \boldsymbol{\theta}^{\prime}} l_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda}) & =\frac{\partial \log g}{\partial \boldsymbol{u}^{\prime}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\} \frac{\partial z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})}{\partial \boldsymbol{\theta}^{\prime}}+\gamma^{\prime}\left\{\boldsymbol{a}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)+\boldsymbol{\lambda}\right\}, \\
& =\left(\frac{\partial \log g}{\partial \boldsymbol{u}^{\prime}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\} \boldsymbol{C}\left[\boldsymbol{I}_{J} \otimes z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right]+\gamma^{\prime}\right) \frac{\partial \boldsymbol{a}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}^{\prime}} \\
& :=h_{t}^{\prime}(\boldsymbol{\theta}, \boldsymbol{\lambda}) \frac{\partial \boldsymbol{a}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}^{\prime}} .
\end{aligned}
$$

Proceeding similarly with parameter $\boldsymbol{\lambda}$, we find that:

$$
\frac{\partial}{\partial \boldsymbol{\vartheta}} l_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})=\binom{\frac{\partial}{\partial \theta^{\prime}} l_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})}{\frac{\partial}{\partial \boldsymbol{\lambda}} l_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})}=\binom{\frac{\partial \boldsymbol{a}^{\prime}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}}}{\boldsymbol{I}_{J}} h_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda}) .
$$

### 9.2 The martingale difference property

Replacing $\boldsymbol{y}_{t}$ by $\exp \left\{-\sum_{j=1}^{J}\left[a_{j}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}_{0}\right)+\lambda_{0 j}\right] \boldsymbol{C}_{j}\right\} \boldsymbol{u}_{t}$, we find that

$$
z_{t}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)=\exp \left\{\sum_{j=1}^{J}\left(\lambda_{0 j}^{*}-\lambda_{0 j}\right) \boldsymbol{C}_{j}\right\} \boldsymbol{u}_{t}:=\boldsymbol{\Gamma}\left(\boldsymbol{\lambda}_{0}^{*}-\boldsymbol{\lambda}_{0}\right) \boldsymbol{u}_{t} .
$$

Thus,

$$
\frac{\partial}{\partial \boldsymbol{\vartheta}} l_{t}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)=\binom{\frac{\partial}{\partial \boldsymbol{\theta}} l_{t}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)}{\frac{\partial}{\partial \boldsymbol{\lambda}} l_{t}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)}=\binom{\frac{\partial \boldsymbol{a}^{\prime}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}_{0}\right)}{\partial \boldsymbol{\theta}}}{\boldsymbol{I}_{J}} \boldsymbol{k}\left(\boldsymbol{u}_{t}\right),
$$

where

$$
\boldsymbol{k}\left(\boldsymbol{u}_{t}\right)=\left[\boldsymbol{I}_{J} \otimes\left(\boldsymbol{\Gamma}\left(\boldsymbol{\lambda}_{0}^{*}-\boldsymbol{\lambda}_{0}\right) \boldsymbol{u}_{t}\right)^{\prime}\right] \boldsymbol{C}^{\prime} \frac{\partial \log g}{\partial \boldsymbol{u}}\left\{\boldsymbol{\Gamma}\left(\boldsymbol{\lambda}_{0}^{*}-\boldsymbol{\lambda}_{0}\right) \boldsymbol{u}_{t}\right\}+\boldsymbol{\gamma} .
$$

Noting that

$$
\boldsymbol{k}\left(\boldsymbol{u}_{t}\right)=\left[\boldsymbol{I}_{J} \otimes\left(\boldsymbol{\Gamma}\left(\boldsymbol{a}_{0}^{*}\right) \boldsymbol{u}_{t}\right)^{\prime}\right] \boldsymbol{C}^{\prime} \frac{\partial \log g}{\partial \boldsymbol{u}}\left\{\boldsymbol{\Gamma}\left(\boldsymbol{a}_{0}^{*}\right) \boldsymbol{u}_{t}\right\}+\gamma,
$$

where $\boldsymbol{a}_{0}^{*}$ is defined in A.5, we have $E\left\{\boldsymbol{k}\left(\boldsymbol{u}_{t}\right)\right\}=0$ from the first-order conditions in the generic model. Thus, using Assumption A.8, $\left(\frac{\partial}{\partial \boldsymbol{\vartheta}} l_{t}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right), \mathcal{F}_{t}\right)$ is a martingale difference sequence, where $\mathcal{F}_{t}=\sigma\left\{\left(\boldsymbol{u}_{i}, \boldsymbol{x}_{i}\right), i \leq t\right\}$. The asymptotic normality follows from applying a CLT for the square integrable, ergodic and stationary martingale difference (see Billingsley, 1961). We get

$$
V_{a s}\left[\sqrt{T}\binom{\hat{\boldsymbol{\theta}}_{T}-\boldsymbol{\theta}_{0}}{\hat{\boldsymbol{\lambda}}_{T}-\boldsymbol{\lambda}_{0}^{*}}\right]=\boldsymbol{A}^{-1} \boldsymbol{B} \boldsymbol{A}^{-1},
$$

where

$$
\boldsymbol{A}=E_{0}\left[-\frac{\partial^{2}}{\partial \boldsymbol{\vartheta} \partial \boldsymbol{\vartheta}^{\prime}} l_{t}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)\right], \quad \boldsymbol{B}=V_{0}\left[\frac{\partial}{\partial \boldsymbol{\vartheta}} l_{t}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)\right] .
$$

### 9.3 Computation of matrix the asymptotic covariance matrix

We have

$$
\boldsymbol{B}=V_{0}\left[\frac{\partial}{\partial \boldsymbol{\vartheta}} l_{t}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)\right]=E_{0}\left[\binom{\frac{\partial a^{\prime}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}_{0}\right)}{\partial \boldsymbol{\theta}}}{\boldsymbol{I}_{J}} \boldsymbol{K}\binom{\frac{\partial a^{\prime}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}_{0}\right)}{\partial \boldsymbol{\theta}}}{\boldsymbol{I}_{J}}^{\prime}\right], \quad \boldsymbol{K}=V_{0}\left[\boldsymbol{k}\left(\boldsymbol{u}_{t}\right)\right] .
$$

Now,

$$
\frac{\partial^{2}}{\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}} l_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})=\frac{\partial h_{t}^{\prime}(\boldsymbol{\theta}, \boldsymbol{\lambda})}{\partial \boldsymbol{\theta}} \frac{\partial \boldsymbol{a}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}^{\prime}}+\left\{h_{t}^{\prime}(\boldsymbol{\theta}, \boldsymbol{\lambda}) \otimes \boldsymbol{I}_{p}\right\} A\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right),
$$

where $A\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)$ is the $J p \times p$ matrix:

$$
A\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)=\left(\begin{array}{c}
\frac{\partial^{2} a_{1}\left(\boldsymbol{x}_{i} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta} \boldsymbol{\theta} \boldsymbol{\theta}^{\prime}} \\
\vdots \\
\frac{\partial^{2} a_{J}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}}
\end{array}\right) .
$$

Noting that:

$$
h_{t}^{\prime}(\boldsymbol{\theta}, \boldsymbol{\lambda})=\left[\frac{\partial \log g}{\partial \boldsymbol{u}^{\prime}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\} \boldsymbol{C}_{1} z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda}), \ldots, \frac{\partial \log g}{\partial \boldsymbol{u}^{\prime}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\} \boldsymbol{C}_{J} z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right]+\boldsymbol{\gamma}^{\prime}
$$

we compute:

$$
\begin{aligned}
& \frac{\partial}{\partial \boldsymbol{\theta}}\left\{\frac{\partial \log g}{\partial \boldsymbol{u}^{\prime}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\} \boldsymbol{C}_{j} z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\} \\
= & \frac{\partial}{\partial \boldsymbol{\theta}}\left\{\frac{\partial \log g}{\partial \boldsymbol{u}^{\prime}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\}\right\} \boldsymbol{C}_{j} z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})+\left[\frac{\partial}{\partial \boldsymbol{\theta}}\left\{\boldsymbol{C}_{j} z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\}^{\prime}\right]\left\{\frac{\partial \log g}{\partial \boldsymbol{u}^{\prime}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\}\right\}^{\prime} \\
= & \frac{\partial z_{t}^{\prime}(\boldsymbol{\theta}, \boldsymbol{\lambda})}{\partial \boldsymbol{\theta}} \frac{\partial^{2} \log g}{\partial \boldsymbol{u} \partial \boldsymbol{u}^{\prime}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\} \boldsymbol{C}_{j} z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda}) \\
& +\frac{\partial \boldsymbol{a}^{\prime}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}}\left[\boldsymbol{I}_{J} \otimes z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right]^{\prime} \boldsymbol{C}^{\prime} \boldsymbol{C}_{j}^{\prime} \frac{\partial \log g}{\partial \boldsymbol{u}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\} \\
= & \frac{\partial \boldsymbol{a}^{\prime}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}}\left[\boldsymbol{I}_{J} \otimes z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right]^{\prime} \boldsymbol{C}^{\prime} \\
& \times\left\{\frac{\partial^{2} \log g}{\partial \boldsymbol{u} \partial \boldsymbol{u}^{\prime}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\} \boldsymbol{C}_{j} z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})+\boldsymbol{C}_{j}^{\prime} \frac{\partial \log g}{\partial \boldsymbol{u}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\}\right\} .
\end{aligned}
$$

It follows that:

$$
\begin{aligned}
& \frac{\partial^{2}}{\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}} l_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda}) \\
= & \frac{\partial \boldsymbol{a}^{\prime}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}}\left[\boldsymbol{I}_{J} \otimes z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right]^{\prime} \boldsymbol{C}^{\prime} \\
& \times \sum_{j=1}^{J}\left\{\frac{\partial^{2} \log g}{\partial \boldsymbol{u} \partial \boldsymbol{u}^{\prime}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\} \boldsymbol{C}_{j} z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})+\boldsymbol{C}_{j}^{\prime} \frac{\partial \log g}{\partial \boldsymbol{u}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\}\right\} \frac{\partial a_{j}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}^{\prime}} \\
& +\left\{h_{t}^{\prime}(\boldsymbol{\theta}, \boldsymbol{\lambda}) \otimes \boldsymbol{I}_{p}\right\} A\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right) \\
= & \frac{\partial \boldsymbol{a}^{\prime}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}}\left[\boldsymbol{I}_{J} \otimes z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right]^{\prime} \boldsymbol{C}^{\prime} \frac{\partial^{2} \log g}{\partial \boldsymbol{u} \partial \boldsymbol{u}^{\prime}}\left\{z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right\} \boldsymbol{C}\left[\boldsymbol{I}_{J} \otimes z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right] \frac{\partial \boldsymbol{a}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}^{\prime}} \\
& +\frac{\partial \boldsymbol{a}^{\prime}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}}\left[\boldsymbol{I}_{J} \otimes z_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right]^{\prime} \boldsymbol{C}^{\prime} \boldsymbol{G}\left[\boldsymbol{z}_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right] \frac{\partial \boldsymbol{a}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}^{\prime}}+\left\{h_{t}^{\prime}(\boldsymbol{\theta}, \boldsymbol{\lambda}) \otimes \boldsymbol{I}_{p}\right\} A\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right),
\end{aligned}
$$

where $G(\boldsymbol{u})$ is the $n \times J$ matrix:

$$
\boldsymbol{G}(\boldsymbol{u})=\left[\boldsymbol{C}_{1}^{\prime} \frac{\partial \log g}{\partial \boldsymbol{u}}(\boldsymbol{u}) \boldsymbol{C}_{2}^{\prime} \frac{\partial \log g}{\partial \boldsymbol{u}}(u) \ldots \boldsymbol{C}_{J}^{\prime} \frac{\partial \log g}{\partial \boldsymbol{u}}(\boldsymbol{u})\right] .
$$

Note that the first-order conditions imply $E h_{t}^{\prime}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)=0$. Therefore

$$
\boldsymbol{A}=E_{0}\left[-\frac{\partial^{2}}{\partial \boldsymbol{\vartheta} \partial \boldsymbol{\vartheta}^{\prime}} l_{t}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\lambda}_{0}^{*}\right)\right]=E_{0}\left[\left(\frac{\frac{\partial a^{\prime}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}_{0}\right)}{\partial \boldsymbol{\theta}}}{\boldsymbol{I}_{J}}\right) \boldsymbol{L}\left(\frac{\partial a^{\prime}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}_{0}\right)}{\partial \boldsymbol{\theta}} \boldsymbol{I}_{J}\right)^{\prime}\right]
$$

where:

$$
\begin{aligned}
\boldsymbol{L}= & -E_{0}\left\{\left[\boldsymbol{I}_{J} \otimes \boldsymbol{\Gamma}\left(\boldsymbol{\lambda}_{0}^{*}-\boldsymbol{\lambda}_{0}\right) \boldsymbol{u}_{t}\right]^{\prime} \boldsymbol{C}^{\prime} \frac{\partial^{2} \log g}{\partial \boldsymbol{u} \partial \boldsymbol{u}^{\prime}}\left\{\boldsymbol{\Gamma}\left(\boldsymbol{\lambda}_{0}^{*}-\boldsymbol{\lambda}_{0}\right) \boldsymbol{u}_{t}\right\} \boldsymbol{C}\left[\boldsymbol{I}_{J} \otimes \boldsymbol{\Gamma}\left(\boldsymbol{\lambda}_{0}^{*}-\boldsymbol{\lambda}_{0}\right) \boldsymbol{u}_{t}\right]\right. \\
& \left.+\left[\boldsymbol{I}_{J} \otimes \boldsymbol{\Gamma}\left(\boldsymbol{\lambda}_{0}^{*}-\boldsymbol{\lambda}_{0}\right) \boldsymbol{u}_{t}\right]^{\prime} \boldsymbol{C}^{\prime} \boldsymbol{G}\left(\boldsymbol{\Gamma}\left(\boldsymbol{\lambda}_{0}^{*}-\boldsymbol{\lambda}_{0}\right) \boldsymbol{u}_{t}\right)\right\} .
\end{aligned}
$$

## 10 Derivatives of functions based on exponential of matrices

### 10.1 Derivatives of $a \rightarrow \log g\left(e^{a \boldsymbol{C}} \boldsymbol{y}\right)$

For $a \in \mathbb{R}, \boldsymbol{y} \in \mathbb{R}^{n}, \boldsymbol{C}$ a $n \times n$ matrix, $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{+}$a function,

$$
\begin{aligned}
\frac{\partial}{\partial a}\left(e^{a \boldsymbol{C}} \boldsymbol{y}\right) & =\boldsymbol{C} e^{a \boldsymbol{C}} \boldsymbol{y}, \quad \frac{\partial^{2}}{\partial a^{2}}\left(e^{a \boldsymbol{C}} \boldsymbol{y}\right)=\boldsymbol{C}^{2} e^{a \boldsymbol{C}} \boldsymbol{y} \\
\frac{\partial}{\partial a} \log g\left(e^{a \boldsymbol{C}} \boldsymbol{y}\right) & =\left[\frac{\partial \log g}{\partial \boldsymbol{u}^{\prime}}\left(e^{a \boldsymbol{C}} \boldsymbol{y}\right)\right] \boldsymbol{C} e^{a \boldsymbol{C}} \boldsymbol{y} \\
\frac{\partial^{2}}{\partial a^{2}} \log g\left(e^{a \boldsymbol{C}} \boldsymbol{y}\right) & =\left(\boldsymbol{C} e^{a \boldsymbol{C}} \boldsymbol{y}\right)^{\prime}\left[\frac{\partial^{2} \log g}{\partial \boldsymbol{u} \partial \boldsymbol{u}^{\prime}}\left(e^{a \boldsymbol{C}} \boldsymbol{y}\right)\right] \boldsymbol{C} e^{a \boldsymbol{C}} \boldsymbol{y}+\left(\boldsymbol{C}^{2} e^{a \boldsymbol{C}} \boldsymbol{y}\right)^{\prime}\left[\frac{\partial \log g}{\partial \boldsymbol{u}}\left(e^{a \boldsymbol{C}} \boldsymbol{y}\right)\right] .
\end{aligned}
$$

### 10.2 Derivatives of $\boldsymbol{\theta} \rightarrow e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}$ and $\boldsymbol{\theta} \rightarrow \log g\left(e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right)$

For $a: \mathbb{R}^{p} \rightarrow \mathbb{R}$ and $\boldsymbol{\theta} \in \mathbb{R}^{p}$,

$$
\begin{aligned}
\frac{\partial}{\partial \boldsymbol{\theta}^{\prime}}\left\{e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right\}= & \boldsymbol{C} e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y} \frac{\partial a(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}^{\prime}}, \\
\frac{\partial}{\partial \boldsymbol{\theta}} \log g\left\{e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right\}= & \frac{\partial}{\partial a} \log g\left\{e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right\} \cdot \frac{\partial a(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}} \\
= & \left\{\left[\frac{\partial \log g}{\partial \boldsymbol{u}^{\prime}}\left\{e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right\}\right] \boldsymbol{C} e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right\} \cdot \frac{\partial a(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}}, \\
\frac{\partial^{2}}{\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}} \log g\left\{e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right\}= & \frac{\partial}{\partial a} \log g\left\{e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right\} \cdot \frac{\partial^{2} a(\boldsymbol{\theta})}{\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}}+\frac{\partial^{2}}{\partial a^{2}} \log g\left(e^{a \boldsymbol{C}} \boldsymbol{y}\right) \cdot \frac{\partial a(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}} \frac{\partial a(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}^{\prime}} \\
= & \left\{\left[\frac{\partial \log g}{\partial \boldsymbol{u}^{\prime}}\left\{e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right\}\right] \boldsymbol{C} e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right\} \cdot \frac{\partial^{2} a(\boldsymbol{\theta})}{\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}}+ \\
& \left\{\left(\boldsymbol{C} e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right)^{\prime}\left[\frac{\partial^{2} \log g}{\partial \boldsymbol{u} \partial \boldsymbol{u}^{\prime}}\left(e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right)\right] \boldsymbol{C} e^{a(\boldsymbol{\theta}) C} \boldsymbol{y}\right. \\
& \left.+\left(\boldsymbol{C}^{2} e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right)^{\prime}\left[\frac{\partial \log g}{\partial \boldsymbol{u}}\left(e^{a(\boldsymbol{\theta}) \boldsymbol{C}} \boldsymbol{y}\right)\right]\right\} \cdot \frac{\partial a(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}} \frac{\partial a(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}^{\prime}} .
\end{aligned}
$$

In these equalities, $" \cdot "$ indicates the multiplication of a matrix by a scalar.
10.3 Derivatives of $\boldsymbol{\theta} \rightarrow \exp \left\{\sum_{j=1}^{J}\left[a_{j}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)+\lambda_{j}\right] \boldsymbol{C}_{j}\right\} \boldsymbol{y}_{t}$

Let $\boldsymbol{z}_{t}(\lambda, \boldsymbol{\theta})=\exp \left\{\sum_{j=1}^{J}\left[a_{j}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)+\lambda_{j}\right] \boldsymbol{C}_{j}\right\} \boldsymbol{y}_{t}$, where $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{J}\right)^{\prime} \in \mathbb{R}^{J}, a_{j}(\cdot)$ are real valued functions with $\boldsymbol{\theta} \in \mathbb{R}^{p}, \boldsymbol{y}_{t} \in \mathbb{R}^{n}, \boldsymbol{C}_{j}$ are $n \times n$ matrices. Let $a\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)=\left(a_{1}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right), \ldots, a_{J}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)\right)^{\prime}$. For $i=1, \ldots, J$, let the $n \times 1$ vectors

$$
\begin{aligned}
\boldsymbol{z}_{t}^{(i)}(\boldsymbol{\theta}, \boldsymbol{\lambda})= & \exp \left\{\sum_{j=1}^{i-1}\left[a_{j}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)+\lambda_{j}\right] \boldsymbol{C}_{j}\right\} \boldsymbol{C}_{i} \exp \left\{\left[a_{i}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)+\lambda_{i}\right] \boldsymbol{C}_{i}\right\} \\
& \times \exp \left\{\sum_{j=i+1}^{J}\left[a_{j}\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)+\lambda_{j}\right] \boldsymbol{C}_{j}\right\} \boldsymbol{y}_{t},
\end{aligned}
$$

where the first and last sums are replaced by 0 when $i=1$ and $i=J$, respectively. Let the $n \times J$ block-matrix

$$
\boldsymbol{Z}_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})=\left[\boldsymbol{z}_{t}^{(1)}(\boldsymbol{\theta}, \boldsymbol{\lambda})|\ldots| \boldsymbol{z}_{t}^{(J)}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right] .
$$

We have

$$
\frac{\partial \boldsymbol{z}_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})}{\partial \boldsymbol{\theta}^{\prime}}=\boldsymbol{Z}_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda}) \frac{\partial a\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}^{\prime}} .
$$

When the matrices $\boldsymbol{C}_{j}$ commute, we have $\boldsymbol{z}_{t}^{(i)}(\boldsymbol{\theta}, \boldsymbol{\lambda})=\boldsymbol{C}_{i} \boldsymbol{z}_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})$ and

$$
\boldsymbol{Z}_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})=\left[\boldsymbol{C}_{1} \boldsymbol{z}_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})|\ldots| \boldsymbol{C}_{J} \boldsymbol{z}_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right]=\boldsymbol{C}\left[\boldsymbol{I}_{J} \otimes \boldsymbol{z}_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right],
$$

where $\boldsymbol{C}=\left[\boldsymbol{C}_{1}|\ldots| \boldsymbol{C}_{J}\right]$. Thus, when the $\boldsymbol{C}_{j}$ commute,

$$
\frac{\partial \boldsymbol{z}_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})}{\partial \boldsymbol{\theta}^{\prime}}=\boldsymbol{C}\left[\boldsymbol{I}_{J} \otimes \boldsymbol{z}_{t}(\boldsymbol{\theta}, \boldsymbol{\lambda})\right] \frac{\partial a\left(\boldsymbol{x}_{t} ; \boldsymbol{\theta}\right)}{\partial \boldsymbol{\theta}^{\prime}} .
$$
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[^1]:    ${ }^{4}$ A group $\mathcal{A}$ is a (finite or infinite) set of elements endowed with a binary operation $*$ (called the group operation) that satisfies the properties of closure (for each $a, b \in \mathcal{A}$, we have $a * b \in \mathcal{A}$ ), associativity $((a * b) * c=a *(b * c)$ ), the identity property (existence of an identity element $e$ such that $a * e=e * a=a$ for any $a \in \mathcal{A}$ ), and the inverse property (each $a \in \mathcal{A}$ admits an inverse $a^{-1} \in \mathcal{A}$ satisfying $a * a^{-1}=a^{-1} * a=e$ ).

[^2]:    ${ }^{5}$ The vech operator stacks into a vector the lower triangular part of a matrix. It is used in our framework for a non symmetric matrix.

[^3]:    ${ }^{6} \mathrm{~A}$ diffeomorphism is a bijection which is differentiable and such that its inverse is differentiable as well.

[^4]:    ${ }^{7}$ The exponential of a matrix is defined as:

    $$
    \exp (a \boldsymbol{C})=\sum_{h=0}^{\infty} \frac{\left(a^{h} \boldsymbol{C}^{h}\right)}{h!}
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