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Abstract

Using data for U.S. and Canada, we find evidence of the time-varying nature of risk premia, which are obtained as difference between long term interest rates and their expected values. We then apply Kalman filtering to extract the conditional variance of term premia prediction errors; our results highlight that this variable is informative beyond term premia and spreads, and it significantly improves upon prediction capability of standard models. In particular, the conditional variance of term premia, reflecting the high volatility of financial markets, anticipates movements in the output growth. Empirical evidence supports the inverse correlation between term premia and business cycle fluctuations. Data suggest that a deterioration of financial markets conditions, as captured by the increased volatility of term premia, anticipates a decline in the output growth. Therefore, term premia conditional volatility has an adverse effect on the economy.
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1 Introduction

Forecasting future time series is a recurring theme in empirical economics. A large portion of the recent macro-finance literature suggests that financial variables have information content in predicting future economic activity. Financial market prices are appealing since financial markets are useful at distilling economic information. In particular, it has been argued that the yield spread, the difference between long term and short term interest rates, is a significant indicator of the future level of output (Stock and Watson, 1989; Harvey 1989; Estrella and Hardouvelis, 1991). Hence, if financial markets collect and process efficiently available information, as it is normally assumed, the yield curve summarizes quite accurately agents’ expectations regarding the future stance of monetary policy, as reflected in bond prices. Therefore, the slope of the yield curve is regarded to influence output fluctuations because it mirrors agents’ expectations about the incoming stance of monetary policy.

The expectations hypothesis of the term structure of interest rates states that the slope of the yield curve is capable of predicting future changes in interest rates. However, there is weak empirical support for the expectations theory and this has been attributed to time-varying term premia (Mankiw and Miron, 1986; Fama, 1986; Cook and Hahn, 1989; Lee, 1995; Tzavalis and Wickens, 1997; Hejazi and Li, 2000). Campbell and Shiller (1991) have shown that the yield spread can be seen as the sum between the expected changes in short term rates and a term premium, which is a function of maturities.

Recently, term premia have been shown to be relevant for predicting business cycle movements, where the term premium represents the difference between the yield spread and the theoretical, or perfect foresight, spread (see inter alia, Hamilton and Kim, 2002; Favero, Kaminska, and Soderstrom, 2005; Ang, Piazzesi, and Wei, 2006). In principle, large values of the yield spread are due either to the expected stance of monetary policy or to the effect of a risk premium, as long as investors do not like bearing risk in bad times. The decomposition of the yield spread into an expectations-based component and a risk premium allows examining separately the effect exerted on output by the expected stance of monetary policy and by risk aversion respectively. We believe that the aforementioned decomposition of the spread, although useful and appealing, can be further improved upon to obtain better forecast of the future level of economic activity.

In this work we suggest that financial distress, associated to the augmented volatility of term premia, rather than simply risk aversion, provides useful information to predict future output movements. Most of the existing literature has improved the forecasting model by incorporating
macro variables in a reduced form empirical model (Evans and Marshall 2001; Favero, Kaminska, and Soderstrom 2005; Rudebusch, Sack and Swanson, 2007).

We find robust empirical evidence that the conditional variance\(^1\) of term premia prediction errors, rather than term premia, is what matters to make effective inference regarding the future level of economic activity. We thus suggest that financial distress, incorporated in the conditional variance of term premia prediction errors, rather than risk aversion, as merely captured by the level of term premia, reflects agents’ expectations regarding the future level of output.

From the left to the right the diagrams of Figure 1 show the yield spread, the term premium, and the conditional variance of the term premium prediction errors. The yield spreads decrease, and eventually become negative, before recessions (shaded areas). The term premium appears to anticipate a decline in real activity as well; it rises substantially before recessions. Finally, the conditional variance of term premia appears to be quite informative about business cycle fluctuations; in particular, the conditional variance rockets immediately before recessions.

In this paper we differ from previous works in many respects. Firstly, we provide evidence to support the existence of time-varying term premia\(^2\). Second, we find evidence that the conditional volatility of term premia has information content for predicting of economic fluctuations. Hamilton and Kim (2002) argue that interest rate variability is an important determinant of both the yield spread and the term premium, but not of GDP cyclical movements. We augment their model by considering the conditional variability of term premia, which we find to provide useful information for predicting industrial production growth.

We believe that term premia volatility, rather than interest rate volatility, can explain future output fluctuations. We thus emphasize the role of risk aversion and financial distress as opposed to the

---

\(^1\) We thus follow Engle’s (1982) suggestion that the conditional variance, i.e. the variance conditional upon the information available at the time of forecasting, rather than the unconditional variance which instead is based on the whole sample, is what really matters for the behaviour of economic agents.

unpredictability of monetary policy as reflected by the variability of interest rates. Finally, in this work we use monthly data, rather than quarterly, because at higher frequency financial data provide a more accurate picture of markets’ sentiment.

The aim of this work is to show that the conditional variance of term premia forecast errors is informative about the future level of real economic activity. For U.S. and Canada we find robust empirical evidence of inverse correlation between term premia conditional variance and future business cycle fluctuations. In particular, high conditional variance tends to predict lower growth of real output. The increasing volatility of term premia on financial markets is symptomatic of financial distress and anticipates a worsening of the economic conjuncture. A deterioration of financial markets conditions predicts a decline of the output growth. As a further robustness check, we show that including term premia conditional variance in a probit model augments significantly the probability of forecasting recessions.

This paper is organized as follows. In the next Section we present a survey of the empirical macro-finance literature. In Section 3 a preliminary battery of stability test is performed in order to show that term premia are time-varying. In Section 4 the Hansen stability test is presented in details. In Section 5, we describe the Kalman filtering approach. In Section 6 empirical results are discussed. In Section 7 we present results from a probit model. Section 8 concludes. All data are presented in Appendix I.

2 Literature Review

In a seminal work in the macro-finance literature Stock and Watson (1989, 1996) found that the interest rate spread can be regarded among leading economic indicators to predict output change. The usefulness of the yield spread for forecasting future economic activity has found extensive support afterwards. Estrella and Hardouvelis (1991), using U.S. average quarterly data, find that the slope of the term structure, as measured by the spread between the 10-year Treasury bond (T-bond) and the 3-month T-bill rates, is a good predictor of future real GDP growth. Moreover, they claim that the predictive accuracy of the spread for cumulative changes from 5 to 7 quarters ahead is quite impressive; in that horizon the spread explains more than one-third of the variations of future output changes. Estrella and Mishkin (1997) extended the analysis to some European countries. They gauge the effect of the spread on both output and inflation, concluding that the spread is a powerful tool in forecasting future inflation; in addition, using a probit model they provide evidence that the spread is capable of anticipating recessions with a significant positive probability. There is robust
empirical evidence that the effect of the spread on future output growth is positive, so that a lower yield spread tends to predict slower GDP growth. The rationale works as follows. When the central bank tightens, the spread decreases and eventually becomes negative, as long as short term interest rates raise more than long term rates; the level of aggregate demand diminishes through the channel of monetary transmission, and future output falls. Dueker (1997) has shown that the yield spread, among leading indicators, is a relatively good predictor of recessions. However, as pointed out by Feroli (2004), the predictive ability of the spread to forecast output fluctuations is contingent on the monetary authority’s reaction function; the predictive power of the spread depends on the accuracy of the expectations about the future stance of monetary policy. Feroli thus proposes a small macro model that ties the predictive power of the term structure to the parameters of the monetary policy reaction function; simulation results show that, depending on the parameters’ values, the model can account for the diminished predictive power of the spread after 1979.

Recently, researchers have also highlighted the role of term premia as predictors of future output growth. Hamilton and Kim (2002) provide a decomposition of the spread using ex-post observed short-term rates data series instead of ex-ante expected rates. The spread is thus split into two components: the expected future changes in short-term rates and a term premium. They show that both components help predict real GDP growth. The estimated effect of both components on future output growth is significantly positive. This empirical result is also confirmed by Ang, Piazzesi and Wei (2006). The distinction of these two components is important to obtain a clear understanding of the forecasting model. The spread is assumed to describe the expected stance of monetary policy; while term premia are related to economic agents’ risk aversion. Hamilton and Kim suggest that interest rate volatility is not informative regarding the future GDP growth; however, interest rate volatility is said to be an important empirical determinant of both the spread and the term premium. Along the same line, Favero, Kaminska, and Soderstrom (2005) decompose the spread into an expectational component and a pure term premium, claiming that it allows a better understanding of the forecasting model. In addition, they show that adding some macroeconomic variables in a reduced form empirical model improves the forecasting ability of the spread. Using quarterly data, they find that the spread between 5-year and 3-month interest rates, and the term premia associated to those maturities, are reliable predictors of the GDP quarterly change. Consistently with previous findings, they provide evidence that a lower term premium predicts slower GDP growth. Kim and Wright (2005) employ a standard arbitrage-free dynamic latent factor term structure model to obtain a measure of risk premia. They ascribe the so-called conundrum, i.e. the decline in long term rates in response to a policy tightening action in 2004, to a fall in term premia. Wright (2006)
investigates whether the yield spread and a measure of the term premium are useful predictors of recessions; he finds that the risk premium is able to predict recessions over a six-quarter horizon, but not from two to four quarters. Consistently with previous research, he remarks that a lower term premium raises the probability of a recession in the future. The probit model suggests that also the spread is a reliable instrument for predicting recessions; moreover, Wright claims that the inclusion of the policy rate in the model improves the forecasting power both in- and out-of-sample. Hejazi (2000) exploits the aforementioned decomposition and reconceives the information content of the term structure to predict fluctuations in real monthly industrial production. He argues that term premia are linearly related to the conditional variance of excess returns; therefore, he adopts a GARCH-M (GARCH-in-mean) model to analyse the role of conditional variances. Results suggest that interest rate variability is a significant empirical determinant of future level of the industrial production index; in particular, high interest rate variability can account for future contraction in the industrial production. In addition, he finds strong evidence that the spread between the 10-year T-bond and the 1-month T-bill is informative to gauge future movements in industrial production.

In our paper we show that the decomposition of the spread into an expectational factor and a term premium can be further improved upon to obtain better predictions of the output growth. In particular, we focus on the dynamic properties of risk premia. We propose a time-varying multifactor model for term premia; then we analyse whether the conditional variance of term premia forecast error enriches significantly the information set to predict business cycle fluctuations. We show that term premia conditional variance is an important empirical determinant of business cycle movements.

Our approach is based upon the variability of term premia. There exists substantial evidence that term premia are time-varying (Pesando, 1975; Fama, 1984; Campbell, 1987; Lee, 1995; Tzavalis and Wickens, 1997; Hejazi and Li, 2000). In particular, term premia variability over time has been suggested to justify the empirical failure of the expectations hypothesis (Mankiw and Miron, 1986; Fama, 1986; Cook and Hahn, 1989). The expectations theory has always found little empirical support indeed. According to the so-called Campbell and Shiller paradox (1991), the slope of the term structure does not return an accurate forecast of future changes in short-term rates, and gives a forecast in the wrong direction for the short-term change of long-term rates. It has been argued that the failure of the expectations hypothesis is due to the presence of a time-varying term premium. From this we find the rationale to examine term premia in a time-varying parameter model. As shown in the next Sections, results indicate a considerable instability of the parameters in the term premia equation over time. The inherent instability of the term premia equation is thus interpreted as a sign of financial distress. We find strong empirical evidence that factors related to term premia
time-instability, in particular the conditional variance, are quite informative regarding the future level of economic activity.

3 Time Variation in Term Premia and Stability Tests

Time variation in term premia is mentioned as a possible cause of the failure of the expectations hypothesis. Cook and Hahn (1986) remark this view; their explanation for the poor performance of the expectations hypothesis assumes small changes through time in the term premium. Term premia are defined in the following way. For any couple of maturities \((n, m)\) term premia \((tp)\) are simply the difference between the actual long term yield \((i^n_t)\) and its value implied by the expectations hypothesis, i.e. the average of expected short term yields \((i^m_t)\):

\[
i^n_t = \left(\frac{m}{n}\right) \sum_{q=0}^{n-m} E_t i^m_{t+mq} + tp^{n,m}_t
\]  

Throughout the paper, we have considered 120 and 60 months as long term maturities \((n)\); while 3, 6 and 12 as short term maturities. The empirical analysis is performed with data from January 1987 and June 2007 in two countries: United States and Canada. Samples are automatically adjusted as imposed by equation (1); as a consequence, the most recent observations are lost due to the effect of expected future observations of the short term yield. Yields data are presented in Appendix 1.

In Figure 2 we plot the time series of term premia \((tp^{n,m}_t)\) with short term maturity \(m = 3\) as obtained by (1). According to Hamilton and Kim (2002), term premia can be thought as the sum of a liquidity premium and a risk premium. Term premia are proxies for excess bond returns\(^3\). A mere visual inspection suggests the time-varying nature of term premia; term premia do not exhibit any stochastic or deterministic trend though.

\(^3\) After adjusting for a scaling factor, term premia implied by (1) are identical to bond risk premia, or excess log returns, as in Cochrane and Piazzesi (2005).
Some descriptive statistics about term premia are reported in Table 1. Keeping the maturity of the short term yield constant, the mean is increasing with the maturity of the long term yield; similarly, given the maturity of the long term yield, the mean diminishes with the increase of the short term maturity. The standard deviation of term premia is higher at shorter horizons. With few exceptions, the highest standard deviation is displayed by term premia whose longer maturity is 36 months. These descriptive statistics are consistent with some stylized facts in bond pricing. Firstly, at long horizons investors require a positive liquidity premium, which is increasing with maturity. Secondly, the medium-short end of the yield curve is more volatile than the long end. Yields are quite volatile at short maturities; whereas, long term rates tend to be smooth and persistent.

<table>
<thead>
<tr>
<th>Term Premium</th>
<th>U.S. mean</th>
<th>U.S. std dev.</th>
<th>CANADA mean</th>
<th>CANADA std dev.</th>
<th>obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(24, 3)</td>
<td>0.972</td>
<td>1.021</td>
<td>0.592</td>
<td>1.286</td>
<td>(225)</td>
</tr>
<tr>
<td>(36, 3)</td>
<td>1.362</td>
<td>1.247</td>
<td>1.013</td>
<td>1.466</td>
<td>(213)</td>
</tr>
<tr>
<td>(60, 3)</td>
<td>2.140</td>
<td>1.097</td>
<td>1.827</td>
<td>1.254</td>
<td>(189)</td>
</tr>
<tr>
<td>(120, 3)</td>
<td>2.997</td>
<td>0.710</td>
<td>3.517</td>
<td>0.856</td>
<td>(117)</td>
</tr>
<tr>
<td>(24, 6)</td>
<td>0.844</td>
<td>0.949</td>
<td>0.526</td>
<td>1.121</td>
<td>(228)</td>
</tr>
<tr>
<td>(36, 6)</td>
<td>1.213</td>
<td>1.212</td>
<td>0.930</td>
<td>1.344</td>
<td>(216)</td>
</tr>
<tr>
<td>(60, 6)</td>
<td>1.983</td>
<td>1.092</td>
<td>1.722</td>
<td>1.183</td>
<td>(192)</td>
</tr>
<tr>
<td>(120, 6)</td>
<td>2.87</td>
<td>0.707</td>
<td>3.399</td>
<td>0.831</td>
<td>(117)</td>
</tr>
<tr>
<td>(24, 12)</td>
<td>0.399</td>
<td>0.767</td>
<td>0.347</td>
<td>0.783</td>
<td>(234)</td>
</tr>
<tr>
<td>(36, 12)</td>
<td>0.769</td>
<td>1.066</td>
<td>0.701</td>
<td>1.095</td>
<td>(222)</td>
</tr>
<tr>
<td>(60, 12)</td>
<td>1.551</td>
<td>1.095</td>
<td>1.465</td>
<td>1.100</td>
<td>(198)</td>
</tr>
<tr>
<td>(120, 12)</td>
<td>2.423</td>
<td>0.671</td>
<td>2.990</td>
<td>0.865</td>
<td>(126)</td>
</tr>
</tbody>
</table>

Table 1
In Table 2 we report the results of the augmented Dickey-Fuller test to check for the presence of unit root in term premia time series. For any pair of maturities \((n, m)\) the null hypothesis of unit root is rejected. Therefore, term premia turn out to be integrated of order zero, i.e. stationary. The KPSS test confirms these results: the null hypothesis of stationarity cannot be rejected.

<table>
<thead>
<tr>
<th>Term Premium</th>
<th>U.S.</th>
<th>CANADA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>lagged diff.</td>
<td>Null hp rejection</td>
</tr>
<tr>
<td>(24, 3)</td>
<td>12</td>
<td>10%</td>
</tr>
<tr>
<td>(36, 3)</td>
<td>12</td>
<td>10%</td>
</tr>
<tr>
<td>(60, 3)</td>
<td>11*</td>
<td>10%</td>
</tr>
<tr>
<td>(120, 3)</td>
<td>8</td>
<td>10%</td>
</tr>
<tr>
<td>(24, 6)</td>
<td>9</td>
<td>5%</td>
</tr>
<tr>
<td>(36, 6)</td>
<td>12</td>
<td>10%</td>
</tr>
<tr>
<td>(60, 6)</td>
<td>11*</td>
<td>10%</td>
</tr>
<tr>
<td>(120, 6)</td>
<td>11</td>
<td>10%</td>
</tr>
<tr>
<td>(24, 12)</td>
<td>9</td>
<td>1%</td>
</tr>
<tr>
<td>(36, 12)</td>
<td>9*</td>
<td>5%</td>
</tr>
<tr>
<td>(60, 12)</td>
<td>9*</td>
<td>10%</td>
</tr>
<tr>
<td>(120, 12)</td>
<td>11</td>
<td>10%</td>
</tr>
</tbody>
</table>

*No trend, no intercept

Table 2

We introduce an important relation that links term premia, risk aversion, and the intertemporal rate of substitution between savings and consumption. Dynamic asset pricing theory is helpful to unveil the time-varying nature of term premia. The fundamental equation in asset pricing asserts that the price of a security is simply the discounted value of its expected future payoffs. Equation (2) states that the price, at time \(t\), of \(n\)-period bond is simply the expected discounted value of its price one-period ahead. The superscript indicates the maturity of a bond. The stochastic discount factor \((sdf_{t})\) is used to assign values to all the possible future state-contingent asset payoffs.

\[
p_t^n = E_t \left( sdf_{t+1} p_{t+1}^{n-1} \right)
\]  

(2)

Using the above formula we can express the price of the bond at time \(t+1\) as the present value of its future payoffs \(p_{t+1}^{n+1} = E_{t+1} \left( sdf_{t+2} p_{t+2}^{n+2} \right)\). Substituting in (2) yields:

\[
p_t^n = E_t \left[ sdf_{t+1} E_{t+1} \left( sdf_{t+2} p_{t+2}^{n+2} \right) \right]
\]  

(3)
The law of iterated expectations, otherwise known as the tower property, allows iterating the process recursively forward, leading to the following expression:

$$p^n_t = E_t \left( \prod_{q=1}^{n} sdf_{t+q} \right)$$  \hspace{1cm} (3.4)

To obtain the above expression we employ the trivial relation $p^0_{t+q} = 1$ (\forall q), i.e. the price of one dollar delivered at time $t$ is merely one dollar. According to (4), the price of a bond thus depends upon the sequence of future stochastic discount factors along its entire life, i.e. till its maturity $n$.

The stochastic discount factor is tied to the real economy through the marginal utility of consumption:

$$sdf_{t+1} = \delta E_t \left( \frac{u'(c_{t+1})}{u'(c_t)} \right)$$  \hspace{1cm} (5)

where $\delta$ is the subjective discount factor; a parameter that describes the temporal preferences of the representative consumer. The lower $\delta$, the lower the weight given to future consumption, and the more impatient the consumer. The utility function is increasing, so that it reflects the desire for more consumption. The concave shape of the utility function $u(\bullet)$ indicates aversion to both risk and intertemporal substitution; therefore, consumers usually prefer a smooth stream of consumption which is steady over time and across states of nature. The stochastic discount factor is also called the marginal rate of substitution, i.e. the rate at which the representative agent is willing to shift consumption from present to future, or the other way around. The demand for assets is thus determined by the relative convenience of saving to consuming. Using the inverse relation between bond prices and returns ($i^n_t = -(1/n) \log p^n_t$), term premia ($tp^n_{t,m}$) can be expressed as the summation of future stochastic discount factors ($sdf_t$):
\[ tp_{t}^{n,m} = i_{t}^{n} - \left( \frac{m}{n} \sum_{q=0}^{n-m} E_{t} i_{t+mq}^{m,n} \right) = \]
\[ = - \frac{1}{n} \log p_{t}^{n} = \left( \frac{m}{n} \sum_{q=0}^{n-m} E_{t} \left[ - \frac{1}{m} \log p_{t+mq}^{m} \right] \right) = \]
\[ = - \frac{1}{n} \log E_{t} \left( \prod_{q=1}^{n} sdf_{t+q}^{eq} \right) + \left( \frac{1}{n} \right) E_{t} \left( \sum_{q=1}^{n-m} \log E_{t+mq-m} sdf_{t+mq}^{eq} \right) \]

In general the stochastic discount factor is responsive to a great variety of shocks that hit the economy, such as monetary and fiscal shocks, but also technological and institutional changes. These different types of shocks have implications for the determination of output and other economic variables. Therefore, the derivation of the term premium in (6) provides the theoretical justification for modelling term premia by means of a multifactor model. Rudebusch et al. (2007) point out that the relation between term premia and output growth depends on the nature of shocks that drives the change in term premia. In the light of these considerations, our time-varying approach to term premia, developed in Section 5, appears to be particularly effective because it deals with the unpredictable nature of disturbances that affect macroeconomic and financial variables. The term premia conditional variance suggests that there are two sources of uncertainty in our model, one is due to future idiosyncratic disturbances; one arises from the evolutionary behaviour of regressing coefficients in (7).

In this analysis we assume that term premia to be a function of some macroeconomic variables that have been recognized to be important determinants in the macro-finance literature. The multifactor model for term premia is:

\[ tp_{t}^{n,m} = \beta_{0} + \beta_{1} \text{rate}_{t} + \beta_{2} \text{unemp}_{t} + \beta_{3} \text{infl}_{t}^{pi} + \beta_{4} \text{spread}_{t}^{120.3} + e_{t}^{n,m} \]  

(7)

The above equation has been estimated for any combination of maturities \((n, m)\) and for all countries (U.S. and Canada). Different statistical and econometric tests have been performed on the linear term premia equation in order to demonstrate its instability. Firstly we performed a test against the alternative hypothesis of unstable regression coefficients. Brown, Durbin, and Evans (1975) proposed two tests; one based on the cumulative sum of recursive residuals, one based on

---

4 According to (7) term premia depend on a constant, the policy interest rate, unemployment, the inflation rate, and the slope of the term structure. In Section 5 we justify the specific functional form of equation (7); in addition, we describe how term premia are modelled using a time-varying approach.
the cumulative sum of the square of recursive residuals. In the former, the test statistics is the ratio between the sum of recursive residuals and the residuals sum of squares from the full-sample regression. In the latter, by splitting the entire sample into some arbitrary nonoverlapping sub-samples, the statistics is calculated as the ratio of the between-group over within-group mean squared residuals. Under the null hypothesis of stable coefficients, the tests statistics is distributed like an $F$ with $(k_p - k, T - k_p)$ degrees of freedom, where $k$ is the number of parameters, $p$ is the number of nonoverlapping sub-samples, and $T$ is the whole sample size. Test results reject the null hypothesis in favour of the alternative of unstable coefficients in the term premia equations\(^5\).

![Figure 3](image_url)

The first row reports tests results for U.S., while the second row refers to Canada. These results are obtained for the selected pair of maturity ($n = 60, m = 3$). The panels on the left in each row of Figure 3 show the plot of residuals; at a first sight they seem to be serially correlated and heteroscedastic. In the second chart the recursive residuals are shown to break the standard errors bands. In the third and fourth panels the cumulative sum and cumulative sum of squared residuals are plotted respectively. All these tests reveal coefficients instability in the above linear equation (7). A visual inspection of the correlogram confirms the presence of autocorrelation in the residuals; in addition, the test performed using the Ljung-Box Q-statistics leads to the rejection of the null hypothesis of absence of serial correlation. Moreover, in any linear regression the Durbin-Watson statistics falls by far below 2, denoting positive serial correlation in the residuals.

\(^5\) In Figure 3.2 we report the results for some combinations of maturities in different countries. For all the remaining couples of maturities results are similar (available upon request).
The particular time-varying nature of the regression coefficients in (7) deserves further investigation. Engle and Watson (1985) suggested the presence of a unit root for the coefficients in case of structural change when agent adjusts their estimation of the state after that new information becomes available. Therefore a statistical test can be performed to test whether or not coefficients follow a random walk stochastic process. Under the alternative hypothesis of random walk coefficients, the residuals from an ordinary least squares regression have a particular heteroscedastic form. Breusch and Pagan (1979) and Godfrey (1978) propose a method to check whether residuals from an ordinary least squares regression are heteroscedastic. The Breusch and Pagan (1979) test is used also to check whether coefficients are subject to random variation, i.e. follow a random walk stochastic process. Under the null hypothesis of stable coefficients, one half times the explained sum of squares from an OLS regression of \( \hat{\varepsilon}^2_t / \hat{\sigma}^2_t \) onto \( t \cdot \hat{\varepsilon}^2_t \) is distributed like a chi-square with \( k \) degrees of freedom, where \( k \) is the number of explanatory variables in \( x_t \). The higher the value of the regression (explained) sum of squares, the more highly correlated the independent variable with the error variance, and the less likely the null hypothesis of homoscedasticity (stable coefficients) to hold. The null hypothesis of stable coefficient is decisively rejected for equation (7), for any pairs of maturities and for any country. The calculated Breusch and Pagan test statistics is generally very large. As pointed out in Section 5, on the basis of these results the transition matrix of the state equation in the state-space form model will be a diagonal matrix. In addition, the White test reinforces the above conclusion: the null hypothesis of homoscedasticity is rejected in all cases.

Finally, the ARCH test is performed on the residuals obtained from equation (7); for all combinations of maturities very strong evidence of the ARCH effect was found. To determine the source of the ARCH effect we checked whether the serial correlation still remains after the time-varying parameter estimations. After Kalman filtering\(^7\) the term premia in the macro-finance setting, both the forecast errors and the squared forecast errors turn out to be serially uncorrelated. Table 3 reports the OLS estimates of the first-order autoregressive model of the squares of forecast errors. Estimates suggest that the autocorrelation coefficient is not significantly different from zero\(^8\).

\(^6\) The explanatory variables in the auxiliary regression may be a function of the independent variables in the main regression from which residuals are taken.

\(^7\) Details are discussed in Section 5.

\(^8\) In Table 3 regression results refer only to few couples of maturities. For all the remaining pairs of maturities results are similar and available upon request.
If we had found any serial correlation after running the time-varying parameter estimation, we might have suspected that the ARCH effect was due to reasons other than evolutionary behaviour of the coefficient in the term premia model. The null hypothesis of absence of serial correlation cannot be rejected, thus the existence of the ARCH effect in the linear term premium function is mainly due to the evolutionary pattern of the regressing coefficients. In this Section stability tests for the regression coefficients in (7) provide a clear rationale for time-varying parameter modelling the term premia. In the next Section we perform an additional test to show that term premia at different maturities are a time-variant function of the state of the economy, as captured by some fundamental macroeconomic variables.

4 The Hansen Stability Test

Hansen has proposed a test to check for parameter constancy in linear models. Differently from the Chow test, the main advantage of the Hansen test is that no prior knowledge about the structural break is required. Again, eventual parameter instability in equation (7) provides a rational to model term premia using a time-varying model. The Hansen test overcomes some drawbacks of the CUSUM and CUSUM of squares proposed by Brown, Durbin, and Evans (1975). In particular, the former has been criticized for being a trivial test to detect instability in the intercept of a model; the latter suffers from poor asymptotic power. Hansen has proposed a test which has locally optimal power. The variables in the linear equation must be weakly dependent process, i.e. they cannot contain any deterministic or stochastic trend. The residuals from the ordinary least squares regressions must be stationary as well. In our context we rewrite equation (7) in the following way:

\[ t p_i^{n,m} = \beta^1 x_i + e_i^{n,m} \]

\[ (8) \]
where \( x_i \) is the matrix of regressors in (7). Usual conditions must hold. The disturbance term has zero mean \( E(e_i \mid x_i) = 0 \). The second moment is \( E(e_i^2) = \sigma^2 \). Zero covariance between noise and the explanatory variables \( E(x_i' e_i) = 0 \). Equation (8) is estimated by ordinary least squares. The vector of parameter estimates is \( (\hat{\beta}', \sigma^2) \). Residuals from (8) are

\[
\hat{e}_{i,m} = \hat{e}_i = t' p_{i,m} - x_i' \hat{\beta}
\]

Rewriting the first-order conditions in a slightly different way yields:

\[
\sum_{i=1}^{T} x_i' \hat{e}_i = 0
\]

(10)

\[
\sum_{i=1}^{T} (\hat{e}_i^2 - \sigma^2) = 0
\]

Defining a new variable \( f_u \):

\[
f_u = \begin{cases} 
  x_i' \hat{e}_i \\
  \hat{e}_i^2 - \hat{\sigma}^2
\end{cases}
\]

(11)

Expressions (10) becomes equivalent to:

\[
\sum_{i=1}^{T} f_u = 0
\]

(12)

the variables \( f_u \) are the first-order conditions, and are akin to the score in the maximum likelihood estimation. The Hansen test statistics are based on the cumulative sums of the \( f_u \), namely:

\[
S_u = \sum_{i=1}^{T} f_u
\]

(13)
Two versions of the tests are available. To check for individual parameter stability the test is based on the following statistics:

\[ Li = \frac{1}{TV_i} \sum_{t=1}^{T} S_{it}^2 \]  

(14)

where \( V_i \) is the cumulative sum of \( f_{it}^2 \). Asymptotic critical values for the individual parameter stability test are given by Hansen (1992). At 5% significance level the critical value is 0.47; the 10% critical value is 0.353. Large values of the test statistics \( Li \) implies a violation of the first-order conditions, and thus suggest rejection of the null hypothesis of parameter stability. The \( Li \) test by proposed by Hansen is similar to the \( t \)-test to assess significance of individual parameter of an OLS regression.

The test statistics to assess joint parameter stability is:

\[ Lc = \frac{1}{T} \sum_{t=1}^{T} s_i^{t} V^{-1} s_i \]  

(15)

where \( s_i = (S_{i1}, S_{i2}, \ldots, S_{ik+1}) \), \( f_i = (f_{i1}, f_{i2}, \ldots, f_{ik+1}) \), and \( V = \sum_{t=1}^{T} f_i f_i' \). Under the null hypothesis of parameter constancy, the first-order conditions are mean zero, thus the cumulative sum tend to be distributed around zero. Under the alternative hypothesis of parameter instability, the cumulative sum does not have zero mean and the test statistics tends to assume large values. Therefore, the distribution is not standard and is tabulated by Hansen (1992). There are six explanatory variables in model (7) including both the constant and the errors variance. At 5% significance level the critical value is 1.68, while the 10% critical value is 1.49. The null hypothesis of joint parameter stability is rejected if the test statistics exceeds the critical values. The Hansen joint test for parameter stability reminds of the \( F \)-test to assess the joint significance of parameters in an ordinary least squares regression. Hansen reveals “if a large number of parameters are estimated, the joint significance test is a more reliable guide”.
<table>
<thead>
<tr>
<th></th>
<th>(120, 12) coef</th>
<th>Li</th>
<th>(60, 3) coef</th>
<th>Li</th>
<th>(36, 3) coef</th>
<th>Li</th>
</tr>
</thead>
<tbody>
<tr>
<td>rate ffr</td>
<td>0.3325</td>
<td>0.306</td>
<td>0.5395</td>
<td>1.489</td>
<td>0.9096</td>
<td>1.312</td>
</tr>
<tr>
<td>unemp</td>
<td>0.2213</td>
<td>0.221</td>
<td>0.3268</td>
<td>1.862</td>
<td>1.3253</td>
<td>1.364</td>
</tr>
<tr>
<td>ppi infl</td>
<td>0.0153</td>
<td>0.579</td>
<td>0.0283</td>
<td>0.731</td>
<td>0.0187</td>
<td>0.614</td>
</tr>
<tr>
<td>eer</td>
<td>0.8471</td>
<td>0.230</td>
<td>2.3120</td>
<td>1.956</td>
<td>6.8887</td>
<td>1.431</td>
</tr>
<tr>
<td>var</td>
<td>0.2271</td>
<td>0.736</td>
<td>0.6585</td>
<td>1.230</td>
<td>0.8183</td>
<td>1.018</td>
</tr>
<tr>
<td>joint Lc</td>
<td>3.617</td>
<td>10.275</td>
<td>6.667</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(120, 6) coef</th>
<th>Li</th>
<th>(60, 3) coef</th>
<th>Li</th>
<th>(36, 3) coef</th>
<th>Li</th>
</tr>
</thead>
<tbody>
<tr>
<td>rate</td>
<td>0.6248</td>
<td>1.988</td>
<td>0.2835</td>
<td>1.944</td>
<td>0.2362</td>
<td>2.039</td>
</tr>
<tr>
<td>unemp</td>
<td>0.0800</td>
<td>2.012</td>
<td>-0.0559</td>
<td>1.622</td>
<td>-0.0391</td>
<td>1.613</td>
</tr>
<tr>
<td>cpi infl</td>
<td>-0.2413</td>
<td>1.776</td>
<td>-0.1290</td>
<td>2.230</td>
<td>-0.0398</td>
<td>2.191</td>
</tr>
<tr>
<td>spread</td>
<td>0.7356</td>
<td>1.619</td>
<td>0.3505</td>
<td>0.330</td>
<td>0.4422</td>
<td>0.242</td>
</tr>
<tr>
<td>var</td>
<td>0.3678</td>
<td>0.631</td>
<td>0.9492</td>
<td>3.117</td>
<td>1.7250</td>
<td>4.767</td>
</tr>
<tr>
<td>joint Lc</td>
<td>7.412</td>
<td>8.604</td>
<td>9.876</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4**

In Table 4 we report the results of the Hansen test for the combinations of maturities we are going to deal with later on. The top part of the table refers to U.S., while the bottom row refers to Canada. Test results suggest clear parameter instability. Therefore the Hansen test reinforces results we found in the previous Section, and provides a strong argument to model term premia in a time-varying framework as we are going to do in the next Section.

5 A Time-Varying Parameter Model

In this Section we present the Kalman filter model for term premia. We recall that our main concern is to determine whether term premia and their dynamic properties are informative about future business cycle fluctuations. As pointed out in Section 3, term premia are obtained from an application of the expectations theory as implied by the Campbell and Shiller equation (1). In particular, the term premium is the difference between the long term rate implied by the expectations hypothesis and the effective long term rate ($i^n$); where $m$ denotes the short term maturity, and $n$ the long term maturity. According to the expectations hypothesis $tp$ in (1) should be a constant term premium, which is simply a function of maturities ($n, m$), but not a function of time. Unfortunately, the empirical investigation of the expectations theory has been unsuccessful, and the hypothesis has almost always been rejected. One possible explanation for the empirical failure of the EH is the presence a time-varying term premium (Mankiw and Miron, 1986; Fama, 1986; Cook

---

9 The results for other pairs of maturities are similar (available upon request).
and Hahn, 1989). In this work we take into account this possibility, and assume a time-varying macroeconomic structure for term premia. It is interesting to show the decomposition the yield spread into an expectational component and a term premium:

\[
    t^n_t - t^m_t = \left( \frac{m}{n} \sum_{q=0}^{n-m} E_t t^m_{t+q} - t^m_t \right) + \left( t^n_t - \frac{m}{n} \sum_{q=0}^{n-m} E_t t^m_{t+q} \right) \tag{16}
\]

The second part on the RHS of the above decomposition is the term premium. Term premia in (16), can be viewed, for instance, as the sum of a liquidity premium and a risk premium. An extensive analysis of term premia is carried out in Section 3, where we have shown that the term premium is a function of the stochastic discount factor.

There is substantial evidence of the time-varying behaviour of term premia (Pesando, 1975; Fama, 1984; Campbell, 1987; Lee, 1995; Hejazi and Li, 2000); moreover, financial economists use to attribute the lack of empirical support for the expectations hypothesis to time variation in term premia.

Therefore, we adopt a time-varying model to analyse the macroeconomic foundations of term premia. The Kalman filter has been largely used in economics and finance because it is a convenient and practical way to describe how agents process information as new pieces of it become available; this filter uses all available information and takes into account how agent form their expectations, updating continuously their knowledge in a Bayesian fashion. Kalman filtering is suitable to depict how rational economic agents would revise their estimates of the coefficients when new information becomes available.

We thus propose a time-varying multifactor model for risk premia. Term premia are assumed to be a time-varying function of the policy interest rate\(^{10}\), unemployment, inflation, as measured by the annual change in the CPI index, and the slope of the term structure, i.e. the spread between the 10-year and the 3-month yields\(^{11}\). If follows a brief explanation. As long as risk premia are a component of the yield spread, they are believed to depend on the stance of monetary policy, as captured by the policy rate\(^{12}\) which exerts an important effect on the short end of the term structure.

In addition, Hamilton and Kim (2002) show that the interest rate variability is a determinant of term

---

\(^{10}\) The Canadian interest rate is the overnight rate. The policy rate for U.S. is the effective federal funds rate.

\(^{11}\) U.S. term premia seem not to be sensitive to the CPI inflation and to the spread (120, 3), so that these variables have been replaced by the PPI inflation and the effective exchange rate.

\(^{12}\) In this framework we do not allow explicitly for either the credibility of the monetary regime or the reputation of the monetary authority; both aspects are regarded to influence the level of risk premia required by investors. We believe that the time-varying pattern of coefficients captures implicitly these two effects.
premia. Unemployment affects term premia through risk aversion. Backus and Wright (2007) provide evidence of the cyclical behaviour of term premia. Their findings are in line with the thesis that high levels of unemployment are associated to high premia required by economic agents. According to Cochrane (2005) “an asset that does badly in states of nature like a recession, in which the investor feels poor and is consuming little, is less desirable than an asset that performs badly in states of nature like a boom in which the investor feels wealthy and is consuming a great deal”. Inflation is another important determinant of term premia as long as economic agents aim at preserving the real value of their financial investments. Ang and Bekaert (2002, 2006) show that the positive slope of the term structure is due to an inflation risk premium indeed. Finally, Lee (1995) emphasizes the role of the yield spread in explaining the magnitude and the variability of risk premia. It follows the empirical specification of equation (7) for Canada and U.S.

\[ tp_{t,\text{CAN}}^{n,m} = f_{\text{CAN}}(x_{t,\text{CAN}}, \text{const}, \text{rate}_t, \text{unemp}_t, \text{infl}_t^{\text{ppi}}, \text{spread}_t^{120,3}) \]  
(7.a)

\[ tp_{t,\text{US}}^{n,m} = f_{\text{US}}(x_{t,\text{US}}) = f_{\text{US}}(\text{const}, \text{ffr}_t, \text{unemp}_t, \text{infl}_t^{\text{ppi}}, \text{eer}_t) \]  
(7.b)

The state space form of the Kalman filter is represented by two basic equations. The observation equation, or the measurement equation, is:

\[ tp_{t,j}^{n,m} = d_j + x_{t,j} \beta_{t,j} + e_{t,j}^{n,m} \]  
(17)

The observation equation relates the dependent variable to the explanatory variables; the subscript \( j \) indicates the country, U.S. and Canada respectively. \( e_{t,j} \) is a country specific stochastic disturbance \( i.i.d.(0, \sigma_e) \). The state, or transition, equation captures the evolution of coefficients over time:

\[ \beta_{t,j} = \mu_j + F_{t,j} \beta_{t-1,j} + v_{t,j} \]  
(18)

\( v_{t,j} \) is an idiosyncratic noise \( i.i.d.(0, \sigma_v) \). On the basis of results obtained in Section 3, we assume that each of the regression coefficients follows a random walk; matrix \( F \) in equation (18) is thus the identity matrix. The Kalman filter is an iterative algorithm which we summarize here by means of the following expressions:
Equation (19) represents the variance-covariance matrix of the coefficients conditional on information up to \(t-1\); equation (20) is the forecast of the term premium based on information available up to time \(t-1\); equation (21) represents the prediction error, while equation (22) is its conditional variance.

\[
P_{t|t-1} = \mathbb{E}
\left[
(\beta_t - \beta_{t|t-1})(\beta_t - \beta_{t|t-1})^\top
\right]
\]  

(19)

One of the major features of the Kalman filter is that two sources of uncertainty characterize the conditional variance of the forecast error (\(h_{t|t-1}\)): one form of uncertainty is due to the evolutionary behaviour of estimated coefficients, the other is a random noise associated to future unpredictable disturbances, such as political, institutional, or technological shocks. As shown in Section 3, risk premia are a function of the expected path of the stochastic discount factor, which is regarded to respond to a variety of shocks. Hence, the assumption of a constant variance of nominal shocks to term premia within a country over time does not seem realistic; the variance conditional upon available information at the time of forecasting is assumed to be time-varying due, for instance, to a continuously changing regime, as captured by evolutionary behaviour of \(\beta\) coefficients, or to some unpredictable shocks that hit the economy, as captured by the stochastic noise. One of the major features of Kalman filtering is that expectations are adjusted continuously, since they are changeable over time depending on the state of the economy. A quick look at Figure 4 shows the improvement of adopting a time-varying parameter model (bottom) rather than a fixed coefficient regression (top). We plot U.S. and Canadian term premia on the left panel and on the right panel respectively.

\[

\begin{align*}
.tp_{t|t-1} &= x_t \beta_{t|t-1} \\
\eta_{t|t-1} &= tp_t - x_t \beta_{t|t-1} = tp_t - tp_{t|t-1} \\
h_{t|t-1} &= \mathbb{E}[\eta_{t|t-1}^2] = x_t P_{t|t-1} x_t^\top + \sigma^2
\end{align*}
\]

(20) (21) (22)

---

13 We report the actual and fitted values of term premia for all countries but only for some pairs of maturities. U.S. top panel (120, 12) and bottom panel (60, 3). Canada top panel (120,6) and bottom (60,3). For all the remaining couples of maturities results are similar.
Estimates are run for the period from January 1987 to June 2007; samples are adjusted automatically as indicated in the last column of Table 1. In the above figures the actual and fitted values of term premia are plotted. In the top panel we plot results from a fixed coefficient regression, while in the bottom figures results from the tvp model are plotted. It is immediate to notice that a time-varying parameter (henceforth tvp) model returns by large a better fit. In addition, residuals obtained with the fixed coefficients regression are serially correlated, while the errors from the tvp model are not. The goodness of fit of the tvp model is remarkably higher than the one returned by model (7). Results of the tvp Kalman filter coefficients estimates for term premia are reported in Figure 5. Estimation results indicate that the variability of all macro-finance variables in the multifactor models (7.a) and (7.b) affect significantly the term premia dynamics. Only in few cases macroeconomic variables are not statistically significant, as expected the plot of coefficients over time, and the respective standard error bands, fluctuates around zero.

---

14 We report here estimations and plots of the time-varying parameter estimates only for few pairs of maturities. For the remaining combinations of maturities results are similar.
U.S. tvp estimates in Figure 5.a indicate that the influence of the federal funds rate on term premia has clearly decreased over time (left chart). As expected the effect of the unemployment change on risk premia is significantly positive though decreasing over time, as shown in the second panel. PPI
inflation does not seem to be a significant determinant of term premia; finally, the effect of the effective exchange rate has been extremely variable over time. The shaded areas indicate two recessions: from quarter two of 1990 to quarter one of 1991, and from quarter one of 2001 to quarter one of 2002.

In Figure 5.b, starting from the left we show the effect over time on the term premium \((60, 3)\) of the Canadian interest rate, the change in unemployment, the CPI inflation and the spread \((120, 3)\). Canadian estimates show a dramatic reduction of the inflation component over time, with a sharp drop after the introduction of the inflation targeting regime in 1991. Differently from U.S. estimates the effect of unemployment on term premia is negative. The tvp estimates of the spread reveals a structural break in 1992, which is captured by the dynamics of the conditional variance as shown in the central panel of Figure 6 below.

In Section 3 we proved that the tvp model is correctly specified for any country; as a consequence the forecast errors obtained by Kalman filtering are serially uncorrelated for any pair of maturities. We recall that the ARCH test was performed on the fixed coefficient version (7) of the multifactor model for term premia; the test revealed the presence a strong ARCH effect. This effect could be due to reasons other than the mere evolutionary behaviour of the regressing coefficients in the equation (17). We thus show that the absence of serial correlation in the (squares of) forecast errors from the tvp multifactor model (17) rules out this possibility; the tvp model (17) does seem to be correctly specified. For the pair of maturities \((n = 60, m = 3)\) we plot both the forecast errors and the associated conditional variances of term premia obtained from Kalman filtering (U.S. and Canada).

![Figure 6](image-url)
6 Empirical Results

In the previous Section we have examined the time-varying features of term premia. In this Section we investigate whether they are informative about future business cycle fluctuations. The U.S. seasonally adjusted industrial production series is from the FRED database of the Federal Reserve; while the Canadian seasonally adjusted industrial production series are from the IMF database, available from Datastream.\(^1\)

We adopt a standard model to examine whether some financial indicators are informative about future movements of real economic activity. Let \( IP_{t,j} \) denote the level of the seasonally adjusted industrial production index in country \( j \) at time \( t \), and \( y_{t+T,j} \) the average annualized growth over the period \( t \) to \( t+T \)

\[
y_{t+T,j} = \frac{12}{T} \log \left( \frac{IP_{t+T,j}}{IP_{t,j}} \right) \times 100
\]

The time index \( T \) indicates the forecast horizon (\( T = 3, 6, 12, 24, 36 \) months); in this study we have considered forecast horizons from one quarter to three years ahead. The basic models are the following:

\[
y_{t+T,j} = \alpha_0 + \alpha_1 h_{t+1-j} + \alpha_2 \eta_{t+1-j} + \alpha_3 t p_{t+1-j} + \alpha_4 t h s p_{t+1-j} + v_{t,j} \tag{24}
\]

\[
y_{t+T,j} = \alpha_0 + \alpha_1 h_{t+1-j} + \alpha_2 \eta_{t+1-j} + \alpha_3 s p r e a d_{t+1-j} + u_{t,j} \tag{25}
\]

where \( j \) is the subscript indicating the country (U.S. and Canada). \( h_{t+1-j} \) is the conditional variance of term premia prediction errors discussed in the previous Section; \( \eta_{t+1-j} \) are term premia forecast errors; \( t p_{t+1-j} \) is the term premium, and \( t h s p_{t+1-j} \) is the expectational component, i.e. the theoretical, or perfect foresight, spread, according to the Campbell and Shiller (1991) terminology. We recall the actual spread between long term \( (n) \) and short term \( (m) \) interest rates can be decomposed into the sum of a term premium \( (t p_{t+1-j} \) and an expectations-based factor \( (t h s p_{t+1-j} \).

Quite a few issues deserve attention when estimating regressions (24) and (25) by ordinary least squares. Firstly, the Newey and West (1987) correction must be imposed to deal with overlapping

\(^1\) Data are described in Appendix 1.
nonspherical disturbances. Secondly, Mishkin (1982) and Pagan (1984) pointed out that generated regressors in the above equation might influence the distribution of test statistics, and, consequently, invalidate the inference procedure to verify parameters’ significance. In order to prove our results are robust we have estimated different specifications of the above regressions. The augmented equations include more explanatory variables such as the policy interest rate, the effective exchange rate, and the nominal bilateral exchange rates between the two considered economies\(^{16}\). Results are definitely robust to different model specifications. In addition we can count on a sufficiently large number of available observations\(^{17}\). Third, the functional form of coefficient $\alpha_2$ has also been chosen to avoid any potential multicollinearity problem in equations (24) and (25). Following Kim and Nelson (1989) coefficient $\alpha_2$ has been set to be a function of the term premium conditional variance: $\alpha_{2,j} = \phi_{0,j} + \phi_{1,j} \ln(h_{t-1,j})$. Both the two-step estimation procedure and the joint estimation confirm results are robust\(^{18}\). Finally, as shown in the following equations, the actual value of the industrial production growth has been included in order to show that the financial indicators are robust also to the inclusion of a real variable.

\[
y_{t+T,j} = \alpha_0 + \alpha_1 h_{t-j-1,j} + \alpha_2 T^{n,m}_{t-j} + \alpha_3 \text{spread}^{n,m}_{t-j} + \alpha_4 y_{t,j} + \nu_{t,j}
\]

\[
y_{t+T,j} = \alpha_0 + \alpha_1 h_{t-j-1,j} + \alpha_2 T^{n,m}_{t-j} + \alpha_4 y_{t,j} + \upsilon_{t,j}
\]

In the following tables we report empirical results for the U.S. economy. Our main result is that the conditional variance of term premia appears to be a powerful predictor of the industrial production growth. The negative sign of coefficient $\alpha_1$ reveals that high values of the conditional variance of term premia forecast errors are associated to low expected growth in economic activity. Therefore, financial distress, as reflected in an excessive variability of term premia dynamics, tends to anticipate a future slowdown in real activity. Moreover, results show that it is a deeper analysis of the term premium that allows a better understanding of the forecasting model, and not the mere decomposition of the spread into a term premium and an expectational component, as claimed by Favero et al. (2005). In particular, if we compare the goodness of fit from regressions on the left

---

\(^{16}\) The exchange rates are U.S. – U.K. and Canada – U.K. Details are given in Appendix I.

\(^{17}\) Depending on the pair of maturities considered ($n, m$) the lowest number of observation is $N = 117$, so that statistical inference is based on distributions with 112 degrees of freedom. When the long term maturity is 60-month inference is based on statistics with 177 degrees of freedom.

\(^{18}\) This functional form has been chosen only to prove our results are robust. Our analysis emphasizes the role of term premia conditional variance; so that, if we drop the level of forecast errors from the equations, we do not lose any significant information and we obtain similar results.
Term premia forecast errors and the associated conditional variance can anticipate movements in real activity up to three years ahead. However, if we consider the pair of maturities \((n = 120, m = 12)\), the magnitude of the estimated coefficients \(\alpha_3\) and \(\alpha_4\) progressively diminishes with the extension of the forecasting horizon.

Many authors have documented that lower term premia tend to predict slower GDP growth, since the estimated \(\alpha_{3a}\) coefficient turn out to be positive\(^{19}\). We claim that this is contrary to common

\(^{19}\) Hamilton and Kim (2002); Favero, Kaminska, and Soderstrom (2005); Ang, Piazzesi, and Wei (2006).
wisdom, as long as risk aversion should affect output negatively. In accordance with Rudebusch, Sack, and Swanson (2007), our results show that over a 24- and 36-month horizons high term premia tend to anticipate slowdown in economic activity. Term premia thus seems to be inversely correlated with the business cycle. Finally, the coefficient of the yield spread $\alpha_3$ is positive over horizons of six to twelve months, but turns to negative when the forecasting horizon enlarges. This empirical fact has an important macroeconomic interpretation. Large values of the spread are typically associated to accommodative stance of monetary policy and stimulus to real economic activity. This effect fades away within one year though. Over longer horizons agents expect an inversion in the conduct of monetary policy and thus a subsequent decline in real activity. In Table 7 we reports results for U.S. when the term premium is computed using the pair of maturities $(n = 60, m = 3)$. Results are similar.

<table>
<thead>
<tr>
<th>Horizon T-months</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3a$</th>
<th>$a_3b$</th>
<th>$a_4$</th>
<th>$a$-R$^2$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a$-R$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(+6)$</td>
<td>-0.0385</td>
<td>0.0218</td>
<td>0.4064</td>
<td>0.209</td>
<td></td>
<td>0.0490</td>
<td>0.4694</td>
<td>0.175</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.495)</td>
<td>(0.546)</td>
<td>(0.017)</td>
<td></td>
<td></td>
<td>(0.177)</td>
<td>(0.004)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.1186</td>
<td>-0.1834</td>
<td>0.0222</td>
<td>0.0583</td>
<td>0.3536</td>
<td>0.271</td>
<td>-0.1331</td>
<td>-0.2057</td>
<td>0.0776</td>
<td>0.3816</td>
<td>0.262</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.054)</td>
<td>(0.644)</td>
<td>(0.096)</td>
<td>(0.045)</td>
<td></td>
<td>(0.011)</td>
<td>(0.045)</td>
<td>(0.025)</td>
<td>(0.025)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>$(+12)$</td>
<td>-0.1551</td>
<td>-0.0768</td>
<td>0.1420</td>
<td>0.190</td>
<td></td>
<td>-0.0273</td>
<td>0.3029</td>
<td>0.108</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.104</td>
<td>0.271</td>
<td>0.503</td>
<td></td>
<td></td>
<td>(0.666)</td>
<td>(0.127)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.1072</td>
<td>-0.1352</td>
<td>-0.1127</td>
<td>-0.0538</td>
<td>0.0490</td>
<td>0.253</td>
<td>-0.1244</td>
<td>-0.1869</td>
<td>-0.0133</td>
<td>0.1559</td>
<td>0.213</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.093)</td>
<td>(0.265)</td>
<td>(0.466)</td>
<td>(0.839)</td>
<td></td>
<td>(0.001)</td>
<td>(0.011)</td>
<td>(0.828)</td>
<td>(0.453)</td>
<td></td>
</tr>
<tr>
<td>$(+18)$</td>
<td>-0.2335</td>
<td>-0.1516</td>
<td>0.0494</td>
<td>0.415</td>
<td></td>
<td>-0.1453</td>
<td>-0.0522</td>
<td>0.290</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.000</td>
<td>(0.001)</td>
<td>(0.603)</td>
<td></td>
<td></td>
<td>(0.004)</td>
<td>(0.813)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.1272</td>
<td>0.0140</td>
<td>-0.1912</td>
<td>-0.1362</td>
<td>-0.2703</td>
<td>0.485</td>
<td>-0.1670</td>
<td>-0.0127</td>
<td>-0.1257</td>
<td>-0.4149</td>
<td>0.440</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.862)</td>
<td>(0.002)</td>
<td>(0.236)</td>
<td></td>
<td></td>
<td>(0.000)</td>
<td>(0.881)</td>
<td>(0.005)</td>
<td>(0.054)</td>
<td></td>
</tr>
<tr>
<td>$(+24)$</td>
<td>-0.2149</td>
<td>-0.1992</td>
<td>-0.3679</td>
<td>0.582</td>
<td></td>
<td>-0.2038</td>
<td>-0.4275</td>
<td>0.581</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.000</td>
<td>(0.000)</td>
<td>(0.047)</td>
<td></td>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.1575</td>
<td>0.0556</td>
<td>-0.1521</td>
<td>-0.1632</td>
<td>-0.6491</td>
<td>0.727</td>
<td>-0.1524</td>
<td>0.0595</td>
<td>-0.1616</td>
<td>-0.6027</td>
<td>0.727</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.275)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
<td>(0.000)</td>
<td>(0.279)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>$(+36)$</td>
<td>-0.0642</td>
<td>-0.1140</td>
<td>-0.3304</td>
<td>0.654</td>
<td></td>
<td>-0.1213</td>
<td>-0.1997</td>
<td>0.571</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
<td></td>
<td>(0.000)</td>
<td>(0.040)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.0961</td>
<td>0.0780</td>
<td>-0.0526</td>
<td>-0.0924</td>
<td>-0.3283</td>
<td>0.771</td>
<td>-0.1056</td>
<td>0.0902</td>
<td>-0.0960</td>
<td>-0.2262</td>
<td>0.718</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.002)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
<td>(0.000)</td>
<td>(0.004)</td>
<td>(0.000)</td>
<td>(0.001)</td>
<td></td>
</tr>
</tbody>
</table>

Table 7

The variability of financial market sentiment displays a significant negative effect on the economic conjuncture ($\alpha_i < 0; \alpha_2 < 0$). Again we point out that term premia are inversely related to the business cycle; therefore, a decline in term premia tends to stimulate economic activity. The effect
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of conditional variance seems robust to different specifications; for instance, it does not vanish after the inclusion of the current level of output growth\textsuperscript{20}.

So far we have examined the effect on output exerted by term premia obtained from the entire length of maturity spectrum of the term structure ($n = 120, 60; m = 6, 3$). If we focus on the medium and short end of the yield curve ($n = 36, 24$) results are not so encouraging. In particular, when the long term rate is $n = 36$, the estimated coefficient $\alpha_1$, which describes the effect on output by the conditional variance of term premia, is informative about business cycle only over short forecasting horizon, i.e. from one to two quarters. The magnitude of the coefficient is quite high though; $\hat{\alpha}_1 = 0.84$ when $T$ is 3 months, and $\hat{\alpha}_1 = 0.67$ when $T$ is 6 months.

Estimates for the Canadian economy return similar results as shown in the Tables below. The predictive ability of term premia conditional variance is significantly negative. Differently from U.S., Canadian estimates suggest that the effect of conditional variance on the output growth becomes more intense at longer forecasting horizons. Prediction errors are not statistically significant. In Canada the coefficients of term premia is positive; term premia thus tend to anticipate faster growth in industrial production.

Equations (24) and (25) have also been estimated on the sample between the two recessions: from April 1991 to December 2000. The coefficients of the conditional variance remain statistically significant but decrease in magnitude. This result may reflect the slowdown in industrial production in the mid 1990s.

Our results do not prove any direct influence running from financial markets to the real economy; however, empirical evidence suggests that financial markets do anticipate future movements in real activity. In this paper we emphasize the signalling role played by uncertainty without insinuating any clear causality implication for the real economy. We can only speculate that, when increased uncertainty is reflected by bond markets, agents heavily discount expected future events in current prices through the stochastic discount factor. In addition, the changing conditions on financial markets due to greater uncertainty might be accompanied by further perverse behaviours, such as adverse selection and moral hazard, which, in turn, may contribute to worsening the expectations about future economic conjuncture.

\textsuperscript{20} Our results are comparable with those obtained by Schwert (1989), who analyses the effect of stock market volatility on economic growth. He shows that stock market volatility is particularly high during recessions, and thus it is an important cyclical indicator. Focusing on bonds market we find evidence that term premia volatility contains valuable information to predict business cycle fluctuations.
In this paper we have developed an innovative method to extract valuable information from financial markets; and we show its usefulness to make inference about the future level of economic growth. Our approach highlights the role of term premia unpredictability in forecasting future economic outcomes.
industrial production growth. Data suggest that term premia conditional volatility signal incoming future adverse effect on the economy; this might happen when rational agents think to bear an unnecessary high risk. We have provided evidence that the conditional variance of term premia is an important cyclical indicator; in particular it helps in predicting the future evolution of industrial production.

7 Forecasting Recessions: a Probit Model

In this Section we consider two alternative probit models to forecast recessions. The dependent variable is a dummy assuming value one during NBER recessions (shaded areas in the figures below). The notation has been introduced in previous sections. $\Psi(\bullet)$ is the standard Normal cumulative distribution function.

\[
p(\text{recession}_t = 1) = \Psi(\alpha_0 + \alpha,\text{spread}^{n,m}_{t,j})
\]

(28)

\[
p(\text{recession}_t = 1) = \Psi(\alpha_0 + \alpha, h^{n,m}_{t-j, i,j} + \alpha, \eta^{n,m}_{t-j, i,j} + \alpha, \text{spread}^{n,m}_{t,j})
\]

(29)

We believe that the forecasting performance of model (29), which includes the conditional variance of term premia prediction errors ($h^{n,m}_{t-j, i,j}$), is superior to the predictive performance of model (28). Therefore we show that uncertainty and financial distress, as reflected by the term premia conditional volatility, are informative to forecast imminent recessions. In both equations the actual value of the industrial production growth has been included. We report results for both U.S. and Canada for the pairs of maturities\(^\text{21}\) ($n = 120, m = 6$) –top- and ($n = 60, m = 3$) –bottom–.

\[^{21}\text{The U.S. combination of maturities when the long term rate is 120 months is (m = 120, n = 12), as explained in previous Sections.}\]
Results show a clear dominance of model (29) over model (28). The McFadden measure of goodness of fit is definitely larger for model (29). In addition, the Bayesian information criteria (Akaike, Schwarz, and Hannan-Quinn) for model (29) are lower compared to those associated to model (28). Finally, model (29) returns a much higher probability of forecasting a recession (shaded area) before it takes place, as shown in the figures below. The red line represents the probability of recession associated to model (29), while the blue line the one associated to model (28). The green line represents the industrial production rate of growth. The probability model (29) is also able to anticipate the sharp drop in industrial production in mid 1990s, which is not predicted by model (28). Both the Theil inequality coefficient and the root mean squared error support the better forecasting performance of model (29). Results are particularly significant for U.S.
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Table 10.a

<table>
<thead>
<tr>
<th>US</th>
<th>$\alpha_3$</th>
<th>MF-R$^2$</th>
<th>HQ</th>
<th>$\alpha_1$</th>
<th>RMSE</th>
<th>Theil</th>
<th>$\alpha_2$</th>
<th>RMSE</th>
<th>Theil</th>
<th>$\alpha_3$</th>
<th>RMSE</th>
<th>Theil</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p-val)</td>
<td></td>
<td></td>
<td></td>
<td>(p-val)</td>
<td></td>
<td></td>
<td>(p-val)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIK</td>
<td>SW</td>
<td>AIK</td>
<td>SW</td>
<td>AIK</td>
<td>SW</td>
<td>AIK</td>
<td>SW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.5786</td>
<td>0.552</td>
<td>0.331</td>
<td>0.6721</td>
<td>0.9590</td>
<td>-1.5563</td>
<td>0.723</td>
<td>0.291</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.000)</td>
<td>(0.006)</td>
<td>(0.203)</td>
<td>(0.006)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.200</td>
<td>0.414</td>
<td></td>
<td>0.145</td>
<td>0.276</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1025</td>
<td>0.040</td>
<td>0.875</td>
<td>0.7748</td>
<td>0.7415</td>
<td>0.1128</td>
<td>0.162</td>
<td>0.811</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.566)</td>
<td>(0.000)</td>
<td>(0.116)</td>
<td>(0.549)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.852</td>
<td>0.909</td>
<td></td>
<td>0.773</td>
<td>0.867</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.354</td>
<td>0.637</td>
<td></td>
<td>0.330</td>
<td>0.554</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 10.b

<table>
<thead>
<tr>
<th>CANADA</th>
<th>$\alpha_3$</th>
<th>MF-R$^2$</th>
<th>HQ</th>
<th>$\alpha_1$</th>
<th>RMSE</th>
<th>Theil</th>
<th>$\alpha_2$</th>
<th>RMSE</th>
<th>Theil</th>
<th>$\alpha_3$</th>
<th>RMSE</th>
<th>Theil</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p-val)</td>
<td></td>
<td></td>
<td></td>
<td>(p-val)</td>
<td></td>
<td></td>
<td>(p-val)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIK</td>
<td>SW</td>
<td>AIK</td>
<td>SW</td>
<td>AIK</td>
<td>SW</td>
<td>AIK</td>
<td>SW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.5577</td>
<td>0.349</td>
<td>0.468</td>
<td>-0.3454</td>
<td>(0.530)</td>
<td>-0.0821</td>
<td>(0.000)</td>
<td>-0.378</td>
<td>0.378</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.000)</td>
<td>(0.530)</td>
<td></td>
<td>(0.000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.437</td>
<td>0.513</td>
<td></td>
<td>0.459</td>
<td>0.585</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.254</td>
<td>0.561</td>
<td></td>
<td>0.247</td>
<td>0.537</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1103</td>
<td>0.017</td>
<td>0.895</td>
<td>0.2206</td>
<td>(0.244)</td>
<td>0.0749</td>
<td>(0.396)</td>
<td>0.029</td>
<td>0.924</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.192)</td>
<td>(0.244)</td>
<td></td>
<td>(0.396)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.872</td>
<td>0.928</td>
<td></td>
<td>0.886</td>
<td>0.960</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.358</td>
<td>0.651</td>
<td></td>
<td>0.353</td>
<td>0.641</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

22 Figure 7 reports probability for the pair of maturities (120,6); while Figure 8 reports the probability from the model estimated on maturities (60,3).

23 The Theil inequality coefficient, by construction, lies between zero and one, where zero indicates perfect fit.
In addition, to prove our results are robust, we have compared the predictive ability of models (29) with model (28) augmented with the federal funds rate, as suggested by Wright (2006). Our results show that the model specification we propose (29) is definitely more informative to predict future recessions.

8 Conclusion

In this paper we have confirmed that the information content of the yield curve is relevant for predicting future output growth. After decomposing the yield spread into an expectational component and a term premium, we have analysed the time-varying behaviour of term premia. We proposed a dynamic multifactor model for term premia in order to give a deeper interpretation of the term premium effect on output growth.

We have showed that adding the conditional variance of the term premium to the traditional equation for predicting real economic activity leads to a considerable improvement in the forecasting model. In particular, we have gone beyond the mere analysis of risk aversion by
providing evidence that uncertainty and financial distress are important elements to anticipate future business cycle movements.

We have provided evidence that term premia conditional variance is inversely correlated with future growth in the industrial production index; therefore, high values of term premia conditional variance tend to predict slower output growth. Results are robust for both U.S. and Canada; the predictive ability of term premia conditional variance is significant over horizons from six months to three years.

Finally, in contrast with previous studies, we find evidence of inverse correlation between term premia and future output growth; we find that a rise in the term premium is thus associated with a decline in future real economic activity.
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Appendix I

All data have monthly frequency; the sample starts in January 1987. The core econometric analysis, after Kalman filtering, is thus performed from January 1988 in order to rule out the first 12 observations.

**Industrial Production and Unemployment.** The U.S. series of seasonally adjusted industrial production is from the FRED database (Federal Reserve Economic Data). The Canadian series of seasonally adjusted industrial production is from the IMF database (available from *Datastream*). The U.S. seasonally adjusted unemployment rate series (civilian unemployment) is from the FRED database; the source is the U.S. Department of Labour (Bureau of Labour Statistics). The Canadian unemployment rate series (seasonally adjusted percentage of civilian labour force) is from the OECD database (available from *Datastream*).

Blue lines are used for U.S. data, while red lines for Canadian data; shaded areas indicate periods of (NBER) recession. Plots from the left to the right in the above figure refer respectively to: the (log) industrial production index; the annual change in the log-IP index; the unemployment rate and, finally, the annual change in the unemployment rate. The above diagrams clearly show that during recessions there is both a dramatic reduction of the industrial production index and a sharp increase of the unemployment rate. The log-industrial production growth and the unemployment rate are covariance stationary as suggested by both the augmented Dickey-Fuller test and the Kwiatkowski-Phillips-Schmidt-Shin test.

<table>
<thead>
<tr>
<th>Stationarity</th>
<th>sample jan88-jun07</th>
<th>U.S.</th>
<th>CAN</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ip growth</strong></td>
<td>adf</td>
<td>(0.048)</td>
<td>(0.035)</td>
</tr>
<tr>
<td></td>
<td>kpss</td>
<td>0.157*</td>
<td>0.159*</td>
</tr>
<tr>
<td><strong>un growth</strong></td>
<td>adf</td>
<td>(0.019)</td>
<td>(0.027)</td>
</tr>
<tr>
<td></td>
<td>kpss</td>
<td>0.092*</td>
<td>0.213*</td>
</tr>
</tbody>
</table>

*Exogenous: *Intercept, **Intercept and Trend
The ADF test rejects the null hypothesis of unit root; while the null hypothesis of stationarity cannot be rejected by the KPSS test. To match the monthly frequency of data, the rule of thumb selected number of lags in the auxiliary regression is either 11 or 12. The automatic lag selection based on different criteria (Akaike, Schwarz, Hannan-Quinn) is consistent with our choice. Unit root test results obtained with the automatic lag selections are similar. The critical values of the KPSS test are 0.739 (1%), 0.463 (5%), and 0.347 (10%) when the intercept is included in the auxiliary model. The compute KPSS statistics never falls in the critical region.

**Interest Rates.** U.S. yields data are from different sources. Before January 1999 the 3-and 6-month, and the 10-year yields are from the McCulluch database, while the yields associated to the remaining maturities (1-, 2-, 3-, 5-year) are from the Fama and Bliss CRSP database, as reported by Cochrane and Piazzesi (2005). After 1999 U.S. data series are the ZCB yield from Datastream. The U.S. effective federal funds rate is from the FRED database. Yields data for Canada are from the central Bank of Canada. The Fibor (before January 1999) and the Euribor (afterwards) is from Datastream. Precisely, Fibor is the Germany Interbank 3-month offered rate; while Euribor is the 3-month offered rate. In the Figure below we plot the series of the U.S. federal funds, the Canadian overnight rate, and the Fi-Euribor.

<table>
<thead>
<tr>
<th>Stationarity</th>
<th>sample jan88-jun07</th>
<th>(p-val) / stat lags</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>can rate</strong></td>
<td>adf (0.083)* 9</td>
<td>kpss 0.167** 12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>us ffr</strong></td>
<td>adf (0.068)* 9</td>
<td>kpss 0.119** 12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>fi-euribor</strong></td>
<td>adf (0.011)* 12</td>
<td>kpss 0.128** 12</td>
</tr>
</tbody>
</table>

* Intercept; ** Intercept and Trend

The KPSS statistics critical values are 0.216 (1%), 0.146 (5%) and 0.119 (10%) when both the intercept and a trend are included in the test equation. The statistics reported in the table above indicate that the null hypothesis of stationarity cannot be rejected, since the empirical statistics are lower than the critical values.

**Spreads.** According to both the ADF and the KPSS tests he yield spreads are stationary.
Bold values refer to the specific spreads used in the analysis of business cycle (Sections 6 and 7).

**Exchange Rates.** The nominal bilateral exchange rates series between U.S. Dollar and both the Canadian and U.K. currencies are from the FRED database. The nominal bilateral exchange rate between the Canadian Dollar and the U.K. Sterling has been derived from the two above series. The plots below show the annual change in the nominal bilateral exchange rates between the three considered economies. The ADF test confirms that these series are stationary.
The KPSS statistics critical values are 0.739 (1%), 0.463 (5%) and 0.347 (10%) when only the intercept is included in the auxiliary equation. The statistics reported in the table above indicate that the null hypothesis of stationarity cannot be rejected, since the empirical statistics are lower than the critical values.