Effective energy commodities’ risk management: Econometric modeling of price volatility

Halkos, George and Tzirivis, Apostolos

Department of Economics, University of Thessaly

December 2018
Effective energy commodities’ risk management: Econometric modeling of price volatility

George Halkos and Apostolos S. Tsirivis
Laboratory of Operations Research
Department of Economics, University of Thessaly

Abstract
The current study emphasizes on the importance of the development of an effective price risk management strategy regarding energy products, as a result of the high volatility of that particular market. The study provides a thorough investigation of the energy price volatility, through the use of GARCH type model variations and the Markov-Switching GARCH methodology, as they are presented in the most representative academic researches. A large number of GARCH type models are exhibited together with the methodology and all the econometric procedures and tests that are necessary for developing a robust and precise forecasting model regarding energy price volatility. Nevertheless, the present research moves another step forward, in an attempt to cover also the probability of potential shifts in the unconditional variance of the models due to the effect of economic crises and several unexpected geopolitical events into the energy market prices.
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1. Introduction

Energy risk always composed a major factor for most firms involved in almost every key industrial sector in both developed and developing countries. However, the severe effects in energy market stemming from the existence of several unexpected economic and geopolitical events, have made risk management of energy products a crucial issue for any industrial firm, as it can seriously affect its competitiveness, viability and future profitability. Taking a close look at a number of such events it does worth noticing the extreme increase in price volatility of energy sources.

Especially during the last two decades there was a significant rise in the number as well as the intense of which these events affected the energy commodity market. With some of the most characteristic examples being the massive production and growth rates achieved by two gigantic developing economies like China and India, the military conflicts and the political and general instability in many oil producing countries in the Middle East, and most importantly the extended financial and debt crisis of 2007.

Each of the above factors affected in a different but equally essential way the need and supply capability for some of the most widely used energy commodities such as oil, natural gas and coal. From the early 2000’s the rising necessity for energy sources, by developing countries maintaining a high annual growth, as well as the future expectation for high growth rates and the global rising consumption levels, steadily increased the demand and hence both the actual prices as well as the prices of derivative contracts (futures, forward, options, swaps) regarding energy sources and particularly oil.
In addition, the so called ‘Arabic spring’ led to continuous military conflicts and violent changes in the established political regimes and the general status-quo in many oil supplying countries in South-East Mediterranean and the Middle-East, destroying valuable infrastructure and significantly hurt the global oil supply capacity. Consequently, the cost of energy further boosted, with the prices of oil and its refinery products and a number of other main energy products reaching historical high levels.

Additionally, the longest economic crisis in modern history had severe side effects on the worldwide economy, considerably lowering the tendency to consume and thus industrial production. As a result, the growth rate for the vast majority of the countries reached zero levels or even turned negative, while that of countries with gigantic mass production like China was noticeably moderated. This led to a steep decline in the demand and hence the prices of energy products, reaching a record low and remained close to these levels until nowadays.

Under normal conditions, in an efficient and rational energy market the size of the imbalance between supply and demand would be the only factor influencing the level of price change. However, in real life there are several other factors disturbing market normality. The most crucial factors driving energy price volatility are structural and it is most likely to have a long term impact. Nevertheless, a number of significant unexpected events, such as natural disasters (Halkos and Zisiadou, 2018a, b), political uncertainty and corporate misconduct, intensify the uncertainty in energy market. As a result, this highly volatile and complex environment becomes attractive to financial speculators and hedge funds, magnifying the danger deriving from the main risk sources related to energy products and most importantly the risk from market price changes (Price risk).
The aim of this study is to focus on revealing the vital importance of price risk management strategies regarding energy commodities, while at the same time present the most appropriate methods and models to cope with this essential issue according to a large number of relative academic studies. Specifically, a lot of comprehensive research has been done in the field of risk management in the energy commodities markets especially during the last twenty years, due to its significance for both energy producers and heavily dependent industries and consumers, as well as the increase and in the volatility and the complexity of that particular market throughout that period. Energy commodity producers, large energy consuming industrial firms, traders, refiners and energy investors focused on developing the essential technical tools to regularly monitor and minimize their overall price risk market exposure, while at the same time build the optimal strategy which would allow them to maximize their profitability given a certain acceptable amount of risk.

As a result, many financial consulting firms and researchers were motivated to get closely involved and find ways to cope with the certain issue. The basic approach behind all research done in this field was to appropriately modify traditional financial risk management tools, in order to take account of the unique characteristic features of the energy commodities’ market.

Another key issue is also the econometric methodology, which is going to be implemented in order to lead in accurate and efficient estimates of the volatility, with the largest part of academic researches relying on the ARCH (Engle, 1982) and GARCH family models (Bollerslev, 1986) and its expansions. Conventional econometric models are less capable to model and forecast volatility related to assets that show significant time-varying volatility. In contrast, ARCH based models by definition allow for time-varying volatility, enabling them to better fit time series data
of energy commodities (Halkos and Sepetis, 2007). As a result, a significant number of academic papers are based on these models and especially the GARCH model, as in most cases the authors try to build a new improved model for predicting the risk exposure by creating an alternation of this basic model.

During the last twenty years a series of academic researches produced several GARCH based models showing remarkable results in estimating the risk exposure of the position or the portfolio of a participant in the energy market. Every single model differentiates in modeling and forecasting volatility, in terms of its ability to take into account special characteristics and phenomena that are present in the energy commodity market, such as the asymmetry and the long memory volatility effect, as well as its potential to examine the interactions between different markets affecting the price of a specific energy commodity and the correlations between several energy products in a specific portfolio.

Consequently, these models are categorized by researchers into several different groups, such as linear and non-linear, symmetric and asymmetric and univariate and multivariate models. Furthermore, specific tests have been developed in order to check for the precision and efficiency of these models, revealing which one of the examined models is the most appropriate to investigate the risk exposure using the data sample of certain energy commodities. On the other hand, in case that the investigated period is characterized by extreme uncertainty due to an economic turmoil or a serious geopolitical event, researchers turn to the Markov-Switching GARCH models to account for possible regime shifts of the variance of the examined energy products, as in that case there would be an upward bias in the volatility persistence parameters, hence in the overall forecasted volatility of the model.
The current study tries to provide the reader with a comprehensive examination of the academic research that has been done in the field of risk management and risk modeling regarding the energy market. However, in harmony with the majority of the researches it mainly focuses on three key energy commodities due to its vital economic importance, which are the crude oil, natural gas and electricity. In the present work, an analytic presentation on the most representative models and methodologies in this specialized scientific field will be attempted.¹

2. **Econometric modeling of energy commodity price volatility**

A large econometric model framework has been developed by researchers in an attempt to create a series of econometric models, which are most suitable for fitting energy price volatility for as many energy commodities as possible and provide trustworthy future predictions in this highly volatile market. This review will focus on the most widely acceptable and most commonly examined volatility models by academic researchers in this field of economics and particularly the GARCH class models.

Generally, in financial markets the asset return volatility is specified as the conditional variance. However, because time series data of financial assets show significant time-varying volatility traditional econometric models are less appropriate to model and forecast volatility compared to the ARCH family models (Halkos and Papadamou 2006, 2007). As a result, these models are even more appropriate to model the volatility of energy commodities price data, which exhibit an even more intensive time-varying and periodic volatility. Panas and Ninni (2000) confirm this statement, as they discovered that the returns of an energy commodity of key

---

¹ To account for various stylized facts in volatility modelling and forecasting in finance (fat tails, volatility clustering, leverage effects, long memory and co-movements in volatility) apart from ARCH and regime switching models, stochastic volatility and autoregressive moving average models (ARMA) are also used (Xiao and Aydemir, 2007).
economic importance such as oil and its refined products, show strong evidence of
time-varying volatility, skewness and kurtosis, clearly favoring the use of ARCH and
GARCH type models for modeling and forecasting price and return volatility.

Specifically, regarding oil Morana (2001) and Giot and Laurent (2003) using
price data from the oil markets found clear signs of volatility clustering combined with
fat tails and negative skewness in the return distribution. Furthermore, Khindanova
and Atakhanova (2002) analyzing data concerning one month futures returns for WTI
oil, Brent oil, natural gas, gas oil and electricity revealed that for the total of the
examined energy commodities there is a clear indication for fat tails and negative
skewness in their return distributions. Finally, Lanza et al. (2004) processing a data
sample for forwards’ and futures’ WTI oil returns from 1985 to 2004, they confirmed
the persistent presence of both the asymmetric and long memory volatility effects.

As a result, researchers tried to further develop the original GARCH model in
ways so that to produce more efficient and reliable models that would be better able to
deal with the growing uncertainty and the unique characteristics of the energy
commodity market. This highly volatile environment was the result of multiple
political and economic unexpected events, crucially affecting the crude oil prices, as
well as the prices of its substitute products like natural gas. Additionally, the
deregulation of the electricity market further intensified this phenomenon, due to the
vital importance of electricity for millions of households and various industries which
use electricity as a basic energy input.

There are several ways to categorize GARCH class model further into groups,
relative to their main alternation from the basic GARCH model, as well as their
unique characteristic features and the advantages that these enhance to the model. A
common classification that is made by most researchers is between linear and non-
linear GARCH models. Linear models, such as GARCH and IGARCH, propose a linear model setting of the conditional variance, assuming that the conditional variance is a linear function of past squared returns. Nevertheless, linear GARCH models are unable to take into account significant features of the financial markets, such as the asymmetric volatility effect. The leverage effect appears to be present in many financial assets, as negative shocks tend to have a larger impact on the conditional volatility. Consequently, a number of non-linear GARCH models has been developed by researchers, such as the EGARCH, the GJR GARCH, the FIGARCH, the FIAPARCH, the HYGARCH models and others, which are better able to capture the above phenomenon as well as the long and short memory volatility effects.

Another typical categorization of GARCH class model is between univariate and multivariate models. Traditional univariate GARCH models like the above mentioned may have the ability to detect and estimate the volatility dynamics of a single financial asset, yet they lack the capacity to reveal any potential correlations between different energy markets or interaction between energy and financial markets. For this reason, researchers targeting the above weakness of univariate models, they have developed a series of multivariate models such as the VEC and BEKK and the CCC and DCC models that can deal with market correlations and volatility spillovers, while providing important information regarding energy portfolio volatility and successful hedging strategies.

Finally researchers also separate GARCH models between symmetric and asymmetric models. Symmetric models are alternations of the basic GARCH model in terms of the distributional assumption and were developed in an attempt to mitigate the weaknesses from the normal error distribution assumption of the basic model.
Some characteristic symmetric models are the GARCH-t model (Bollerslev, 1986) in which the normal distribution was replaced by the student-t distribution and the GARCH-HT model (Politis, 2004) which uses the Heavy-Tailed distribution instead of the normal distribution. In contrast, as asymmetric models can be considered all the models that are able to capture the asymmetric volatility or leverage effect. This group of GARCH based models basically has the same characteristics and consists of the same models that comprise the non-linear GARCH models group.

2.1 GARCH family volatility models

2.1.1 GARCH model

The fact that most energy commodity time series data sets (both actual product price and especially its financial derivative prices) show significant autocorrelation and volatility clustering, makes the generalized autoregressive conditional heteroskedasticity model (GARCH) perhaps the most suitable and commonly used energy commodity volatility model among researchers. The model came as a development from Bollerslev (1986) to the original autoregressive conditional heteroskedasticity model (ARCH) of Engle (1982) and since then it sets the model framework foundation upon which several other volatility models were developed. GARCH models can be very effective and best fit energy price data as they are able to provide jointly estimates of the mean and the conditional variance (Halkos 2006, 2011).

The conditional mean for the GARCH (1,1) is given by the following equation:

\[ r_t = \mu_t + \varepsilon_t = \mu_t + \sigma_t * z_t, \quad z_t \sim \text{NID}(0, 1) \]  \hspace{1cm} (1)

The conditional variance is given by:

\[ \sigma_t^2 = \omega + \alpha \varepsilon_{t-1}^2 + \beta \sigma_{t-1}^2 \]  \hspace{1cm} (2)
While the one day future variance is estimated by:

\[ \sigma_{t+1}^2 = \omega + \alpha \varepsilon_t^2 + \beta \sigma_t^2 \]  (3)

Where \( r_t \) symbolizes the rate of return, the \( \mu_t \) the conditional mean, \( \sigma_t^2 \) the conditional variance and \( z_t \) is the standardized error term. Additionally \( \alpha, \beta, \) and \( \omega \) are positive parameters, so that to ensure a positive conditional variance, with \( \omega \) being a constant parameter. For \( \alpha \) and \( \beta \) applies the restriction \( \alpha + \beta < 1 \), with \( \alpha + \beta \) capturing the gradually reduced future effect of possible current volatility shocks.

### 2.1.2 IGARCH model

An interesting alternation of the basic GARCH(1,1) model is the IGARCH(1,1) model, which is a later development by Engle and Bollerslev (1986). The model differs to the GARCH(1,1) as it incorporates the parameter restriction of \( \alpha + \beta = 1 \). As a result equation (2) can be written as:

\[ \sigma_t^2 = \omega + \sigma_{t,1}^2 + \alpha (\varepsilon_{t,1}^2 - \sigma_{t,1}^2), \quad 0 < \alpha \leq 1 \]  (3)

Given that, \( \varepsilon_t^2 = \sigma_t^2 z_t^2 \)

\[ \sigma_t^2 = \omega + \sigma_{t,1}^2 [(1 - \alpha) + \alpha z_{t-1}^2] \]  (4)

As a result, when \( \omega = 0 \), \( \sigma_t^2 \) works basically as a martingale. In general, IGARCH(1,1) is a restricted special case of GARCH(1,1) model able to capture the persistent long memory effect of volatility shocks in volatility process. However, its biggest disadvantage in modelling the long memory volatility effect is that in IGARCH(1,1) the effect of volatility shocks remains as it is and does not gradually disappear like in the real market.
2.1.3 Exponential GARCH (EGARCH) model

A popular model for its ability to portray the asymmetric volatility effect is the EGARCH(1,1) model, which was first introduced by Nelson (1991) and was further developed by Bollerslev and Mikkelsen (1996). The EGARCH model has the advantage not to be limited by the nonnegative parameter restriction of the linear GARCH(1,1) model, as the logarithm allows for the parameters to turn negative without the conditional variance becoming negative, with the $\alpha$ parameter measuring the volatility clustering effect, while an extra variable ($\gamma$) is added to control for the leverage effect.

The EGARCH(1,1) model is estimated based on the following equation:

$$\log (\sigma_t^2) = \omega + \alpha z_{t-1} + \gamma (|z_{t-1}| - E|z_{t-1}|) + \beta \log (\sigma_{t-1}^2)$$

(5)

The EGARCH model provides the ability to the researcher to account for volatility persistence and mean reversion, while allowing for negative news to have a different impact on the volatility compared to positive news, enhancing the model with its most important advantage over the basic GARCH model.

2.1.4 GJR GARCH model

Another similar model to EGARCH is the GJR model, which is also capable of capturing the asymmetric volatility effect and was first developed by Glosten, Jagannathan and Runkle (1993). The two models have little differences and are difficult to set a rule under which it is better to choose the one over the other.

The conditional variance in the GJR(1,1) model is given by:

$$\sigma_t^2 = \omega + [\alpha + \gamma I(\varepsilon_{t-1} < 0)] \varepsilon_{t-1}^2 + \beta \sigma_{t-1}^2,$$

(6)

Where $I(.)$ is an indicator function taking the value of 1, when the condition in ( ) is met or becomes 0 otherwise. However, the model has several parameter restrictions in order for the conditional variance to be positive, with $\omega$ being a strictly positive
parameter and $\alpha \geq 0$, $\beta \geq 0$, $\gamma \geq 0$ and $\alpha + \gamma \geq 0$, with $\gamma$ accounting for the asymmetric volatility effect.

2.1.5 Fractional Integrated GARCH (FIGARCH) model

In contrast with other univariate models like the IGARCH and the EGARCH in which it is assumed infinite persistence of volatility shocks and volatility autocorrelation decay at an exponential rate respectively, the fractionally integrated model (FIGARCH) which was developed by Baillie et al. (1996) is a more flexible and realistic model. In this model volatility shocks are considered to have a finite effect on the conditional volatility, allowing for volatility shocks to decay at a slow hyperbolic rate, while taking into account the individual long memory effect of every single shock.

The conditional variance in the FIGARCH model is estimated by:

$$\sigma_t^2 = \omega + \beta \sigma_{t-1}^2 + \left[1 - (1-\beta L)^{-1} (1-\varphi L) (1-L)^d\right] \varepsilon_t^2,$$

(7)

Where $d$ is the fractionally integrated parameter for which applies $0 \leq d \leq 1$, while $L$ is the lag operator. For $\varphi$, $\omega$, $\beta$, applies $\omega > 0$, and $\varphi$, $\beta < 1$ respectively. The FIGARCH(1, d, 1) model basically becomes similar to a GARCH(1,1) model for $d=0$ (Geometric decay) and equal to an IGARCH model when $d=1$ (Infinite persistence). Parameter $d$ measures the long memory volatility effect of a shock giving the advantage to the model to allow and examine for intermediate ranges of persistence for $0 \leq d \leq 1$. Finally, according to Baillie et al. (1996) and later academic researchers who incorporated the model into their researches, the model requires a minimum of 1000 observations to provide robust and reliable results. This limitation derives from the truncation order of the fractional differencing operator $(1-L)^d$. 

2.1.6 Fractionally integrated asymmetric power (FIAPARCH) model

The FIGARCH model was further improved by TSE (1998), developing the fractionally integrated asymmetric power ARCH model (FIAPARCH), which contains all the features and advantages of a FIGARCH model, while at the same time has the extra ability to account for asymmetry in the conditional variance. TSE basically modified the original FIGARCH model by incorporating the \((|\epsilon_t| - \gamma \epsilon_t)^\delta\) function of the APARCH model.

The conditional variance in the FIAPARCH\((1, d, 1)\) model can be estimated by the following equation:

\[
\sigma_t^\delta = \omega (1-\beta)^{-1} + [1- (1-\beta L)^{-1} (1-\phi L)(1-L)^d] (|\epsilon_t| - \gamma \epsilon_t)^\delta, \tag{8}
\]

For parameters \(d, \omega, \delta, \phi, \beta\) applies that \(0 \leq d \leq 1, \omega, \delta > 0, \phi, \beta < 1\) and \(-1 < \gamma < 1\). Additionally, when \(0<d<1\) the long memory volatility effect is present, while when \(\gamma>0\) negative news have a larger impact on volatility relative to positive news. Finally, for values \(\gamma=0\) and \(\delta=2\) the FIAPARCH models becomes equal to a FIGARCH model.

Taking into consideration all the advantages of the model the FIAPARCH model appears to have all the potential to fit the unique characteristics that are present in most time series energy commodity data.

2.1.7 Hyperbolic GARCH (HYGARCH) model

One last univariate model that was more recently developed and is widely used by academic researchers is the hyperbolic GARCH (HYGARCH) model. The model was first introduced by Davidson (2004) and is basically an extension of the FIGARCH process.

The conditional variance in the HYGARCH\((1, d, 1)\) model is estimated by:

\[
\sigma_t^2 = \omega + \{1- (1-\beta L)^{-1} \phi L\{1+ a[(1-L)^d - 1]\}\} \epsilon_t^2, \tag{9}
\]
Where 0 ≤ d ≤ 1, ω > 0, φ, β < 1, and α ≥ 0. The HYAGARCH model becomes equal to a FIGARCH model for α = 1 and equal to a stable GARCH model for α = 0. Despite the model’s ability to take into consideration both volatility clustering and long memory volatility effect, HYGARCH model has a significant shortcoming, which has to do with its weakness to account for asymmetry.

2.1.8 VEC GARCH model

A rather interesting type of GARCH class models is the multivariate models like the VEC GARCH model, which allows to measure and forecast the volatility of a portfolio of energy commodities as well as to investigate the interactions between different energy markets and their contribution to the price volatility of a particular energy commodity. The VEC model was first introduced by Bollerslev, Engle, and Wooldridge (1988) and is basically the most general multivariate model, as it can be considered as a straightforward extension of the basic univariate GARCH model.

The VEC model is estimated as follows:

\[
\text{VECH} \left( \varepsilon_t^2 \right) = \mathbf{C} + \sum_{i=1}^{q} \mathbf{A}_i \text{vech} \left( \varepsilon_{t-i} \varepsilon_{t-i}' \right) + \sum_{j=1}^{p} \mathbf{B}_j \text{vech} \left( \varepsilon_{t-j} \varepsilon_{t-j}' \right),
\]

(10)

All conditional variances and covariances are functions of their own lagged values, along with lagged squared returns and cross-products of returns. \text{Vech}(.) denotes an operator, stacking the columns of the lower triangular elements of its suggested square matrix, while \(\mathbf{C}\) is an \(N(N + 1)/2 \times 1\) vector and the \(\mathbf{A}_i, \mathbf{B}_j\) are \([N(N + 1)/2 \times N(N + 1)/2]\) parameter matrices.

The model has the advantage to be rather simple and flexible, however it is accompanied by some serious drawbacks and limitations, as the \(\varepsilon_t\) is necessary to remain positive for all \(\varepsilon_t\), in order to reasonably estimate all the parameters that are specified by the model, however this can be rather difficult to investigate.
Furthermore, the large number of the required parameters, as well as the rather demanding computational time critically limits the model not to be easy to consider more than two basic factors and as a result it is limited to a bivariate model.

Researchers developing the VECH model, realized both its difficulty to implement and its various limitations tried to improve the model by developing the Diagonal VECH model, which differentiated from the initial model by incorporating the assumption that $A_i$ and $B_i$ in (10) are diagonal matrices. The Diagonal VECH provides the ability to ensure that $H_t$ is positively defined for all $\varepsilon_t$, while it is less demanding to estimate as the two equations can be calculated separately from one another, however it shows a significant weakness as it does not any interaction between each conditional variance and covariance.

### 2.1.9 BEKK GARCH model

The BEKK model was named after its developers Baba, Engle, Kraft and Kroner (BEKK) (1995) and can be considered as a special case of a VEC model. The model was built in such way to deal with two major drawbacks of the VEC model, which are the difficulty to verify whether $H_t$ is always taking positive values and the large number of required parameters that need to be estimated.

The BEKK model is defined as follows:

$$H_t = CC' + \sum_{k=3}^p \sum_{l=1}^q A_{ik} \varepsilon_{t-k} \varepsilon'_{t-l} A'_{lk} + \sum_{k=3}^p \sum_{l=1}^q B_{lk} H_{t-k} H'_{t-l} B'_{lk},$$

(11)

Where $A_{rk}$, $B_{rk}$, and $C$ are $N \times N$ parameter matrices, with $C$ being decomposed in to two triangular matrices in order to guarantee that $H_t$ will be positive at all times. However, the number of parameters in the full BEKK model still remains high with $(p+q)KN^2+N(N+1)/2$ parameters required to be estimated. Nevertheless, by assuming that the $A_{rk}$ and $B_{rk}$ are diagonal matrices, the diagonal BEKK model can
be estimated instead, decreasing the number of estimated parameters to \((p+q)KN + N^* (N+1)/2\).

An additional alternative to decrease the number of estimated parameters is the Scalar BEKK model, which is created by implementing the assumption that \(A_{rk}\) and \(B_{rk}\) are equal to the result of a multiplication of a scalar, times the elements of their matrixes. The BEKK model is covariance stationary if and only if all \(A_{rk} \otimes A_{rk} + B_{rk} \otimes B_{rk}\) are less than one in modulus, where \(\otimes\) is the Kronecker product of two matrices. Both VEC and BEKK models are quite general, yet the BEKK model is considered the most applicable general multivariate model as all the VEC models that are not representable by the BEKK model are difficult or practically impossible to be formulated.

2.1.10 Constant Conditional Correlation (CCC) model

A rather convenient and computationally functional model that reduces the number of the required parameters that need to be estimated is the Constant Condition Correlation (CCC) model. The model was developed by Bollerslev (1990) and in contrast with the above two multivariate models, it offers the advantage to the researcher to efficiently examine the correlation between several financial assets. The correlation between the examined variables in the CCC model is assumed to be constant, which significantly decreases the number unknown of parameters providing a more simplified estimation.

The conditional covariance matrix in the CCC model is defined as follows:

\[
H_t = D_t \times P \times D_t,
\]

(12)

Where \(D_t = \text{diag}(h_t^{1/2}, \ldots, h_t^{1/2})\) with \(m\) denoting the total of model variables, \(P = [p_{ij}]\) represents the matrix of constant conditional correlations. The CCC model in its basic
form is expressed by incorporating a GARCH(1,1) specification for every conditional variance in \( D_t \). In that case the model encloses \( N^* (N+5)/2 \) parameters. The conditional covariance in the CCC is positive definite, if and only if the all the conditional variances are positive and \( P \) is positive definite.

### 2.1.11 Dynamic Conditional Correlation (DCC) model

The basic assumption in the CCC model for constant correlations between the examined variables may provide the advantage of lower number of parameters, however it also constitutes one of the main weaknesses of the model, as this assumption was found to be rather unrealistic and quite restrictive by a number of empirical studies and academic researches such as Chang et al. (2009) and Chang et al. (2011). Engle (2002) trying to overcome this drawback developed the Dynamic Conditional Correlation model (DCC), which allows for the conditional correlation matrix to vary over time.

\[
R_t = (1 - \lambda_1 - \lambda_2) \bar{\rho} + \lambda_1 s_t^{-1} s_t^f + \lambda_2 R_{t-1},
\]

(13)

Where \( \lambda_1 \) is a positive scalar parameter and \( \lambda_2 \) is a non-negative scalar parameter for which it applies that \( \lambda_1 + \lambda_2 < 1 \). Additionally, when \( \lambda_1 = \lambda_2 = 0 \) DCC model becomes equal to a CCC model. \( \bar{\rho} \) is the unconditional correlation matrix of the standard errors \( (\varepsilon^f) \), with \( R_0 \) being positive definite.

Both the CCC and the DCC models require a two stage methodology in order to be estimated, which includes using a univariate model to calculate the necessary parameters for each series at a first stage and then at a second stage to estimate the correlations.
2.2 \textit{GARCH models and innovations distribution}

A crucial point regarding the GARCH model’s conditional variance is the assumption relative to the $z_t$ ($\varepsilon_t = \sigma_t z_t$) innovations distribution in equation (2). There are several examined types of distribution for $z_t$, from which the most commonly used are the Gaussian (Normal) distribution, the Student-t distribution, the Skewed Student-t distribution (SSD) introduced by Hansen (1994), the Generalized-Error-Distribution of Nelson (1990), the Skewed-Generalized-Error-Distribution (SGED) and the Skewed-t Generalized Distribution introduced by Theodossiou (1998, 2001) and the heavy-tailed (HT) distribution, which was first incorporated in a GARCH model by Politis (2004).

All GARCH class models can be estimated for different assumed distributions for $z_t$, taking into consideration of the innovations potential asymmetric characteristics (e.g. positively, negatively skewed) and tail distribution alternations (e.g. fat tail). As a result, by replacing the basic model’s normal distribution with a number of different innovations distributions that can capture the above characteristics, which are typically present in most time series energy data sets, a new GARCH based model is created. The produced models which differentiate from the initial GARCH model and the assumed normal innovations distribution are more likely to be capable of better fitting and processing the examined data set, providing more accurate and robust volatility forecasts. Finally, Gao et al. (2012) by running several tests using 10 years data of two financial indices, they discovered that in all cases the GARCH model assuming GED innovations distribution, outperformed the GARCH model with t-distribution, while the latter was always found to be superior to the basic GARCH model using a normal distribution.
Latest academic studies in risk management confirm this assertion with Christoffersen et al. (2006) claiming that GARCH class models with non-normal return distributions outperform more simple model versions assuming a normal innovations distributions. The authors used long time series data of the S&P500 return to run several GARCH type models, concluding that all models showed a relatively small but evident and persistent improvement when implementing a non-normal innovations distribution, relative to the initial models which used the standard normal distribution.

Furthermore, there are a significant number of studies which find strong evidence to support and underline the superiority of the GARCH models that differentiate from the normal distribution assumption regarding innovations, in terms of financial assets’ option pricing. Menn and Rachev (2005), Christoffersen et al. (2006), Badescu and Kulperger (2008) and Barone-Adesi, Engle and Mancini (2008) are some indicative papers comparing the ability of normal and non-normal innovations GARCH models in option modeling and valuation, with all of them clearly arguing in favor of non-normal innovations models.

Additionally, McNeil and Frey (2000) further suggest that normal innovations models tend to persistently undervalue the possible downside risk regarding returns of financial assets or indexes and that GARCH models using a heavy-tailed innovation distribution are more capable of calculating and predicting this risk.

2.2.1 Choosing the most appropriate innovations distribution

The most common scientific methodology in deciding the most appropriate innovations distribution for a particular GARCH class model while examining a specific time series data of financial returns involves three basic steps. At the
beginning, the Quasi Maximum Likelihood Estimators (QMLE) \(^2\) of the GARCH model coefficients is calculated subtracting the innovations. Next, using a relevant diagnostic tool, the innovations are being examined whether they fit a standard normal distribution or not. In the final stage, assuming that the innovations do not fit a standard normal distribution, all the information derived at the second step regarding the most appropriate type of innovations distribution is used and the best possible distribution is selected to fit and approximate the tail shape of the particular case innovations distribution.

However, this method shows a rather confusing paradox, as when applying the specific methodology to normal innovations GARCH processes, which approaches that of an IGARCH model, contrary to the original assumption of standard normal distribution it is quite often being realized that the innovations follow a heavy tailed distribution. This effect is particularly evident in financial returns and as a result it makes the above method less suitable for examining time series of energy data. Klar et al. (2012) extending the traditional Goodness-of-fit tests, checking normality in GARCH models’ innovations distribution, as well as creating a relative symmetry test they support that they built a reliable methodology for testing the Gaussian distribution assumption in GARCH models, which can be safely extended to test the appropriateness of other types of assumed distributions, such as the student-t distribution.

Finally, Sun and Zhou (2014) in an attempt to overcome the above mentioned troubleshooting developed a test for the innovations distribution by comparing the examined tail indices with the Hill tail index estimator. The test, when examined

\(^2\) For more information regarding the Quasi Maximum Likelihood Estimators (QMLE) see Elie and Jeantheau (1995).
using real, long, time-series return data from several financial indices, was found competent to provide robust results that can lead to a more detailed and safe estimate of the GARCH model’s tail index.

2.3  \textit{GARCH class models performance criteria and model testing}

2.3.1  Preliminary statistic tests for energy data sets indicating GARCH type modeling appropriateness

The vast majority of the analyses regarding energy commodities follow a specific procedure. At an initial stage, the long time series data of the examined energy commodities are being tested for several characteristic features that would encourage the use of GARCH class models for further analysis of the sample, including volatility modeling and forecast. The most common tests at this early level include skewness, kurtosis, normality, stationarity and serial correlation tests. It is most likely and usual for energy datasets to exhibit signs of non-zero skewness and fat tails combined with rejection of the hypothesis that the data follow a Gaussian type (Normal) distribution. In this case, a particularly popular test for checking normality is the Jarque – Bera (1980) test.

Furthermore, an important test that could decisively encourage the use of GARCH class models is the serial correlation test, which is normally being conducted with the use of the Ljung-Box (1978) Q test. The test is normally used to check for autocorrelation up to the 10\(^{th}\) and 20\(^{th}\) order for both actual and square energy price returns, supporting the use of GARCH class models whenever the null hypothesis of no serial correlation is being rejected, as in this case the examined observations are serially correlated and exhibit time-varying volatility.
Additionally, the data are also being tested for stationarity with the help of a series of relative tests such as the Augmented Dickey-Fuller (ADF) (1979), the Phillips-Perron (PP) (1988) and the Kwiatkowski, Phillips, Schmidt and Shin (KPSS) (1992). The first two models assume a null hypothesis of a unit root in the particular energy commodity price or return dataset, contrary to the KPSS test which uses a null hypothesis of data stationarity. Checking for stationarity is a crucial point for such research, as a stationarity data set provides the ability to the researcher to proceed in modeling the examined dataset without any restrictions or any further need for processing and transformation.

2.3.2 Goodness of fit tests and in-sample performance for GARCH class models

After the preliminary statistic results confirm that GARCH type models are appropriate to model and forecast volatility of the examined energy commodity price or return dataset, the investigation for the various GARCH models’ ability to better fit the data follows. Due to the large number of differentiation and developments on the basic GARCH models, it is rather often for researchers to test the goodness of fit of a number of different GARCH type models in order to determine which model is the most appropriate to base on their research. The in-sample model performance is then examined, estimating model parameters of the selected research models that are able to capture phenomena like the asymmetric and long memory volatility effect and run several tests regarding distribution fit and any remaining unabsorbed serial correlation and ARCH effects. The models’ pre-specified innovations distribution is being tested on whether it fits the examined data set, using the Maximum Likelihood Estimation (MLE) method. The logarithmic likelihood function value (Log(L)) is estimated and the model with the highest estimate is preferred over the others.
Nevertheless, because it is most likely that more complex models including a larger number of parameters yield higher log-likelihood values, it is of vital importance to further test the models on equal terms. This task is fulfilled with the use of one or both the Akaike (1974) information criterion (AIC)\(^3\) and the Bayesian information criterion (BIC)\(^4\), which allows the comparison of all investigated models’ fit for specific dataset, penalizing the more complex models for its increase number of parameters. Under these two criteria, the model with the best in-sample fit is the one with the lowest criterion value.

Another crucial part of the in-sample model testing performance consists of the models control for any unabsorbed serial correlation and ARCH effects. At this stage models are being tested using again the Ljung-Box Q statistics, as in the initial preliminary statistics tests, to determine if there is any remaining serial correlation. In this case, the most appropriate and effective GARCH type model is the one which its P-value in the Ljung-Box test is well above 5%, indicating that the model is capable to absorb the autocorrelation which was initially detected in the data sample. Finally, the models are also tested for their ability to successfully incorporate ARCH effects up to a pre-determined order, using the Engle’s (1982) Lagrange Multiplier ARCH test. Similarly, the most appropriate model is considered the one that its P-value is larger than 5% and higher than that of other models, accepting the null hypothesis of no persistent signs of heteroskedasticity.

\(^3\) The AIC criterion is described as follows: AIC = \(-2\log L(\theta) + 2k\), \(k=1,2,\ldots,K\) where the \(\log L(\theta)\) is the maximized log likelihood function of the examined model and \(k\) is the sum of the model parameters.

\(^4\) The BIC criterion is described as follows: BIC = \(-2\log L(\theta) + k\log(N)\), with \(N\) denoting the number of observations. The BIC criterion contrary to the AIC criterion, contains a more constricting penalty favoring less complex models with a smaller number of parameters.
2.3.3 Out of sample GARCH models’ performance criteria

Although during the first two stages of tests regarding the suitability and appropriateness of the examined GARCH type models can provide the researcher with a relatively safe intuition, it is the out-of-sample performance and forecasting ability that is most critical for selecting a particular model over others. The reason is that market participants, whether these are buyers or sellers of specific energy commodities or they are involved in the derivative market, are only interested in researches from which they could extract valuable information that could be practically used and incorporated and hence help them improve their future buying, selling or investment strategies.

As a result, researchers put extra weight on this crucial part of their study trying to reveal the models which are more suitable and effective in modelling and making safe forecasts relative to a particular energy commodity’s price and returns, or a portfolio of investments related to energy products. Several procedures and tests have been developed to deal with this issue, however the most popular among researchers in the field of energy economics are the direct evaluation of the models’ results based on one or a number of approved loss functions for the particular type of study, as well as comparing the examined models relative to a predefined benchmark model for a predetermined loss function like in the Superior Predictive Accuracy (SPA) test of Hansen (2005) and Koopman et al. (2005) and Diebold and Mariano (1995) DM test. The benchmark used in these tests is usually one of the investigated models, with all of the models eventually being tested as benchmarks one by one.

2.3.3.1 Using loss functions to evaluate forecasting performance

A rather common approach that it has been used to perform a basic evaluation of the examined GARCH class models’ performance is via a specific loss function.
The model that produces the minimum loss function of all models is considered in this case to be the superior one. Nevertheless, the fact that a model is found to be superior to others based on only one loss function cannot be considered as a safe measure, as a result researchers tend to use a number of different loss function to verify it. According to Bollerslev et al. (1994), Diebold and Lopez (1996) and Lopez (2001), another reason to confirm the model’s superiority using a variety of different loss functions, is the fact that it is fairly difficult to decide with certainty which of the available loss functions is the best criterion for evaluating the forecasting accuracy of volatility models.

The most widely used loss functions as forecasting criteria in the field of energy economics are the following:

1. Mean Square Error (MSE) = \[
\frac{1}{N} \sum_{t=1}^{N} (\sigma_t^2 - \hat{\sigma}_t^2)^2, \tag{14}
\]

2. Root Mean Square Error (RMSE) = \[
\sqrt{\frac{1}{N} \sum_{t=1}^{N} (\sigma_t^2 - \hat{\sigma}_t^2)^2}, \tag{15}
\]

3. Mean Absolute Error (MAE) = \[
\frac{1}{N} \sum_{t=1}^{N} |\sigma_t^2 - \hat{\sigma}_t^2|, \tag{16}
\]

4. Mean Square Error adjusted for heteroskedasticity (HMSE)

\[
\text{HMSE} = \frac{1}{N} \sum_{t=1}^{N} \left(1 - \frac{\sigma_t^2}{\hat{\sigma}_t^2}\right)^2, \tag{17}
\]

5. Mean Absolute Error adjusted for heteroskedasticity (HMAE)

\[
\text{HMAE} = \frac{1}{N} \sum_{t=1}^{N} \left|1 - \frac{\sigma_t^2}{\hat{\sigma}_t^2}\right|, \tag{18}
\]

6. Quadratic Loss Function (QLIKE) = \[
\frac{1}{N} \sum_{t=1}^{N} \left[\ln(\sigma_t^2) - \frac{\sigma_t^2}{\hat{\sigma}_t^2}\right], \tag{19}
\]

7. Logarithmic Loss Function (RLOG) = \[
\frac{1}{N} \sum_{t=1}^{N} \left[\ln\sigma_t^2 - \frac{\sigma_t^2}{\hat{\sigma}_t^2}\right]^2, \tag{20}
\]

With \(N\) symbolizing the number of forecasts, \(\sigma_t^2\) the actual volatility and \(\hat{\sigma}_t^2\) the volatility forecast at time \(t\). The HMSE and HMAE loss functions are basically the...
MSE and MAE adjusted for heteroskedasticity, while the QLIKE loss function represents the loss indicated by a Gaussian likelihood and the $R^2$ LOG providing analogous results to the $R^2$ of the Mincer-Zarnowitz (1969) regression. These specific loss functions may be incorporated in different studies serving as criteria for several examined cases. Perhaps the most representative example is the MSE loss function, which is considered as the most appropriate for risk management researches, such as Value-at-risk applications which focus more on accurately predicting higher levels of volatility than lower ones.

2.3.3.2 Superior Predictive Accuracy (SPA) test

An obvious weakness of the above approach is the fact that the models are not being compared together at the same time with each other under a specific loss function. Consequently, in this way merely the nominal values of the models’ loss functions are being matched, neglecting to verify if the models’ differentials among forecasting errors are significant or not. This problem is often being addressed by researchers by applying the SPA test on their models’ loss functions results. The test is an extension of White’s (2000) relative framework and provides the ability to the examiner to compare the forecasting performance of a specific benchmark model with all the other contestant models, using a predetermined loss function.

In this case also, the model with superior forecasting performance is the one producing the minimum expected loss. In the SPA test the loss differential between the model that is currently used as a benchmark and its K competitors is given by:

$$K_{ct}^{(0)} = L_{ct}^{(0)} - L_{ct}^{(i)}$$

Where the $L_{ct}^{(i)}$ is the price of loss function $l$ at time $t$ for a specific benchmark model $M_0$ and $L_{ct}^{(i)}$ is the price for the same loss function and time for a competitive model.
M_i. The null hypothesis of the SPA model is that none of the other examined model is able to outperform the model that is used as benchmark.

Specifically the null hypothesis in the SPA test can be described as follows:

$$H_0: \text{Max}_{i=1,2,...,K} E(X_{t_{i+1}}^{M_i}) \leq 0,$$

Which is being tested using the following statistic:

$$T_{SPA} = \text{Max}_{i=1,2,...,K} \left( \sqrt{n} \sum_{t_{i+1}} \text{var}(\sqrt{n}\epsilon_{t_{i+1}})^{-1/2} \right),$$

(22)

With n symbolizing the number of volatility forecasting data and $\epsilon_{t_{i+1}}$. The estimation of $\lim_{n \to \infty} \text{var}(\sqrt{n}\epsilon_{t_{i+1}})$ and the relative P-Value respectively is being made using the stationary bootstrap procedure proposed by Politis and Romano (1994). In the SPA test, the P-Value specifies the potential superiority of the benchmark model relatively to the other competitive models, with a large P-Value confirming the initial hypothesis that none of the examined models can perform better than the benchmark model. The SPA test is proved to be robust by a large number of researches, providing an accurate and simultaneous comparison regarding the potential forecasting ability of all volatility models included in the examined set. Therefore, it is the most widely applied test regarding the out-of-sample model comparison in energy commodity volatility studies.

2.3.3.3 The Diebold and Mariano (DM) test

An alternative predicting ability test is the DM test, which is also used to investigate whether the difference in loss function values between alternative volatility models is statistically significant or not. The test provides the researcher with a comparison between different volatility models regarding their forecasting accuracy based on a specific loss function. Nevertheless, the DM test examines only the predictive ability between just two competing models assuming initially equal
predictive ability, contrary to the SPA test which tests the forecasting superiority of the entire investigated set of volatility models at the same time. As a result, the null hypothesis of equal predicting ability in the DM test can be described by \( E(d_i) = 0 \), with \( E \) symbolizing the mathematical expectation operator and \( d_i = g(e_{1,t}) - g(e_{2,t}) \), where \( g(e_{1,t}) \), \( g(e_{2,t}) \) is the pre-specified loss function written as a function of the forecasting errors \( e_{1,t} \) and \( e_{2,t} \) of the two compared models.

The null hypothesis in the DM test is being checked with the following statistic:

\[
DM = \left( \hat{V}(\overline{d}) \right)^{-1/2} \overline{d},
\]

(23)

Where \( \overline{d} = \frac{1}{n} \sum_{t=1}^{n} d_i \), according to Diebold and Mariano (1995) denotes the mean loss differential, while the asymptotic variance is approximated by the following equation:

\[
\hat{V}(\overline{d}) \approx \frac{1}{n} \left( \gamma_0 + 2 \sum_{k=1}^{h-1} \gamma_k \right),
\]

(24)

Where \( n, h \) are the generated steps ahead forecasts from the two examined models and \( \gamma_k \) is the \( k^{th} \) autocovariance of \( d_{t} \).

In DM test the null hypothesis is rejected whenever the test statistic is negative and significant, indicating that the benchmark model outperforms the compared model. In general the DM test is less preferred to the SPA test, as it is more reasonable and valuable to test all the alternative volatility models simultaneously and not in pairs, while Harvey et al. (1997) also claim that the DM test can be relatively oversized for small samples and especially for wider forecasting horizons. Nevertheless, the DM test is really useful and often used to provide a relative comparison of the out-of-sample model forecasting performance and in most cases it is used together with the SPA test.
2.4 The Markov Regime Switching GARCH model (MS-GARCH)

All the GARCH type models that are being analyzed and presented so far in the paper refer to single-regime models. However, under the effect of extreme economic and geopolitical events there is high chance that the market of more volatile assets, such as that of energy commodities, will behave in a completely changed way than it would under normal conditions. As a result researchers trying to capture this change in the market behavior of energy products, adopted the Markov-Switching approach as first presented by Hamilton (1994) and combined it with the traditional GARCH model of Bollerslev (1986), developing a new hybrid model that has all the advantage of GARCH type models, while further allowing for a probable regime switch in the estimated parameters of the variance process. Hence, the basic difference between the single-regime GARCH models and the multiple-regime Markov-Switching GARCH models (MS-GARCH), is that the latter incorporate a regime-switching variable which is allowed to switch over different regimes following the Markov process.

In that case, the probability for a jump from a regime $i$ at a specific time period $t-1$ to a regime $j$ at a time period $t$ is estimated as follow:

$$P(s_t = j \mid s_{t-1} = i) = \pi_{ij}$$  \hspace{1cm} (25)

Nevertheless, because the MS-GARCH models can prove to be rather computationally intensive, researchers in the relative academic literature\(^5\) propose a representative two-regime MS-GARCH model, with one regime corresponding to periods with relative stability and market normality and another regime corresponding two periods with particularly excessive economic uncertainty and market price turbulences.

This model is specified by the following equation:

$$h_t = \alpha_0 + \alpha_1(s_t) \epsilon_{t-1}^2 + \beta_1(s_t) h_{t-1}$$  \hspace{1cm} (26)

In which, $S=0$ indicates a regime with relatively normal volatility, while $S=1$ indicates a jump to a regime where prices follow high volatility dynamics. However, much more complex models can be built allowing for three or more jumps, representing for example the pass from an upward to a downward trend period with positive and negative mean changes respectively, or to a trendless period with a mean change close to zero. Finally, it is important to mention that the MS-GARCH models are being checked relatively to their appropriateness and forecasting performance, based on the same utility functions and tests that are being implemented in the case of single-regime GARCH models.

3. Literature review

3.1 Energy commodity risk management via single regime GARCH type volatility models

The presence of the asymmetric as well as the long memory volatility effect together with skewness, kurtosis and fat tails are some of the elements that are empirically confirmed by many studies to be present and strongly characterize the energy commodity market. As result, it became a necessity for every party involved in this market to conduct risk management analyses to deal with the high risk coming from this excessively volatile market environment. Additionally, due to the importance of the market, the development of suitable modeling and analytical tools of energy commodity volatility, it has been a rather popular issue for research among academics.

GARCH based volatility models have been widely acceptable as one of the most appropriate and efficient ways to deal with energy commodity risk as well as to accurately model and forecast energy commodity volatility. This is mainly happening because these types of models offer researchers the ability to capture and account for the special features of the return volatility of these commodities. Hence a large number of studies has been developed trying to analyze the return characteristics and make volatility forecasts of various energy products with the use of several GARCH family models,
which their predicting ability is then assessed using various loss functions and accuracy tests.

Sadorsky (2006) is one of the first academic papers which focus on modeling and forecasting energy commodity volatility. Specifically, this study emphasizes on oil as well as other commodities and using a random walk model as benchmark it compares the forecasting ability of several univariate and multivariate models such as the autoregressive model (AR), the basic GARCH(1,1) model, the TGARCH model and the Vector Autoregression (VAR) and BEKK models. The models were developed and assessed based on a 15-year (1988-2003) sample of daily futures returns for WTI oil, heating oil, gasoline and natural gas, with the relative loss functions used in the study and the DM accuracy test revealing that no particular model outperformed the others for all four commodities.

Nevertheless, the TGARCH model proved to be the more appropriate for the heating oil and natural gas and the GARCH(1,1) model to fit better for WTI oil and gasoline volatility, while none of the most sophisticated models (VAR,BEKK) managed to outclass the basic GARCH(1,1) model. After Sadorsky (2006) a plethora of relative studies started to be published highlighting the advantages of individual GARCH models and trying to determine the most suitable GARCH type models for each energy commodity and examined time period. Narayan et al. (2007) examining daily oil returns for a 15-year period (1991-2006) determined that the EGARCH model is capable of capturing both asymmetric and long memory volatility effects, while they also found strong signs of time varying volatility.

Choi and Hammoudeh (2009) relied on the FIGARCH model to successfully identify and capture the intensity of the long memory volatility effect in a 20-year (1986-2005) sample of daily futures returns for WTI oil and two refined products. Agnolucci
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6 See Engle and Ng (1993)
(2008) also using WTI oil daily returns for a 14-year (1991-2005) period, concluded that GARCH type models tend to outclass implied volatility⁸ models, while GARCH models with GED distribution were even more accurate than those with normal or Student-t distributions. Kang et al. (2008) collecting evidence from the oil market they evaluate a group of GARCH models consisting of the normal GARCH, IGARCH, CGARCH, and FIGARCH models.

Similarly to Sadorsky (2006) the models are judged with the help of both specific loss functions as well as the DM statistical test, with the results suggesting that risk analysts should always allow for the long memory volatility effect in their analyses concerning oil returns, as the CGARCH and FIGARCH models which can capture this phenomenon were the ones providing the best forecasts. Cheong (2009), investigating a 15-year (1993-2008) sample of daily returns for WTI oil and Brent oil, indicated that the long memory volatility effect is present at a relatively low degree at the Brent oil returns, as likewise Sadorsky (2006) it is found that the more simple short memory GARCH models, with either normal or Student-t distribution, perform better than those with higher complexity.

In contrast, the long memory effect is found to be significantly present in the WTI returns, with the relative tests highlighting the FIAPARCH model with Student-t distribution as the most appropriate model for volatility forecasting, as it dominated for both short and long forecasting horizons. Mohammadi and Su (2010) is the first and perhaps one of the few academic papers that examine the behavior of weekly oil returns. Specifically, the authors use an 11-year (1997-2009) sample of weekly oil returns containing data from several major oil markets, upon which they compare the out of sample forecasting performance of the basic GARCH, the EGARCH, the APARCH and FIGARCH models all assuming that the innovations distribution is approximated by the

---

⁸ See Ledoit and Santa-Clara (1998), Schönbucher (1999) and Brace et al. (1997, 2001)
skewed Student-t distribution. The results based on the examined loss function and the DM accuracy test revealed that the APARCH model tends to outperform the other three models, a finding which is in contrast with that of Kang et al. (2008) who argued that volatility shocks regarding oil returns dissipate at a slow hyperbolic rate as indicated by the FIGARCH model.

Wei et al. (2010), further extend the research of Kang et al. (2008) by comparing the forecasting performance of a larger group of GARCH models using 18-years (1992-2009) of daily spot returns for WTI oil and Brent oil. Moreover, the basic GARCH, IGARCH, Risk Metrics, GJR-GARCH, EGARCH, APARCH, FIGARCH, FIAPARCH and HYGARCH models included in the study were tested based on six different loss functions instead of three as in the paper of Kang et al. (2008) as well as on both the DM and SPA performance tests. The outcomes of Wei et al. (2010) reveal that in contrast with Kang et al. (2008), no specific individual model was found to be superior to the other competitive models, with the authors pointing that a model which performs better under specific market conditions and loss functions there is good chance that it will not be as reliable for other markets and under different loss functions.

At the same time and contrary to other studies, the more complex non-linear GARCH models, which are able to account for both the long memory and the leverage effects, appear to be slightly better choices particularly for making volatility predictions over longer future time horizons. Hou and Suardi (2011), based on the methodology of Bühlmann and McNeil (2002) they develop a non-parametric GARCH model, with which they compare the same set of parametric GARCH models of Wei et al. (2010), however in this case the models rely on the Student-t distribution.

Next, in compliance with the findings of Patton (2011) that the use of many loss functions may lead to serious distortions when used with standard volatility proxies such as squared returns, the authors evaluate the models based on the two loss functions for
which their optimal forecast varies the least and also the SPA test. The results using an 18-year (1992-2010) sample of daily spot prices for WTI oil and Brent oil show a clear superiority of the non-parametric GARCH model relative to all nine rival parametric models.

Wang et al. (2011), examine the ability of several GARCH class models, such as the basic GARCH, GJR-GARCH, EGARCH, APARCH and FIGARCH models, to efficiently capture the long memory volatility effect which is profoundly present in the energy commodity returns. In this study the non-parametric methods of de-trended fluctuation analysis (DFA) and rescaled range analysis (R/S) are used in order to compare the long memory properties of the conditional volatility, as captured by the specific GARCH models, with that of the actual volatility. Using a 20-year (1990-2010) sample of daily spot and futures prices for WTI oil, the two methods showed that the models performed quite satisfying in terms of capturing the long memory effect for time scales exceeding 12 months, while they did relatively poor for shorter time scales.

Arouri et al. (2012), using a large sample consisting of 25-years (1986-2011) of data concerning daily spot returns as well as one and two month futures returns for WTI oil, gasoline and heating oil, they test the potential ability of a series of GARCH type models to capture the long memory volatility effect. In harmony with previous similar studies the authors determined that the FIGARCH model is better able to account for this phenomenon and generally to describe the time varying energy commodity return volatility. Furthermore, it is argued that a FIGARCH model suitably modified to account for both structural brakes and long memory effect would be better than any other related model under any criteria.

A rather interesting study is also that of Wang and Wu (2012), in which they compare the accuracy of the forecasted volatilities of a set of univariate models, including
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the basic GARCH, the GJR-GARCH, the EGARCH and the FIGARCH models, with that of a set of multivariate models, including the Full BEKK, the Diagonal BEKK and Scalar BEKK models, under six different loss functions and the SPA test. Under these criteria and based on a 19-year (1992-2011) sample of weekly spot returns for WTI oil, gasoline, heating oil and jet oil, it is revealed that more complex multivariate models outclass the relatively simple univariate models as far it concerns the accurate volatility forecasting of the examined energy commodities. This can be justified up to an extent by the fact that the estimation of the constant conditional correlations in the CCC model showed a statistically significant and strong implication of correlation between the oil market and the markets of the other three refined energy commodities. The authors argue that this robust relationship between oil and its refined products can provide vital information for all participants involved in the specific market, as the market dynamics of the refined products can influence the oil price.

Finally, Kang and Yoon (2012) combine the ARIMA methodology and its generalized version the ARFIMA methodology with several GARCH type models, such as the basic GARCH, the IGARCH and the FIGARCH models, in an attempt to create mix models that will account for both long memory effect and volatility at the same time. The models were developed and tested based on a 17-years (1995-2012) sample of daily futures returns for WTI oil, heating oil and gasoline, with the evidence from the two loss functions and the DM test included in the study showing that none of the examined models managed to outperform the other competitive models in all three markets. Nevertheless, it was found that the less complex ARIMA-GARCH models was superior in terms of volatility forecasting regarding crude oil futures, while the more sophisticated ARFIMA-FIGARCH model dominated in forecasting volatility for heating oil and gasoline.
3.2 Energy commodity risk management via Markov-Switching GARCH models

A rather common assumption for the vast majority of researches, which try to model and eventually attempt to make forecasts relative to price volatility of energy products using GARCH family models, is that the unconditional variance of these commodities is constant. However, the fact that the energy market is by far more volatile than any other and is reacting in a more extreme way to the various unexpected economic and geopolitical events, such as the global recession of 2007 and the political instability and the military conflicts in the middle east, constitutes the hypothesis for constant unconditional variance reasonably unrealistic.

During periods of high economic instability like the aforementioned, the energy market is exposed to persistent shocks of largely steep price changes, which can practically cause structural brakes to the unconditional variance and according to Bauwens et al. (2014) can seriously affect the precision and predicting ability of single regime GARCH models. This may happen because the extremely high persistence of the shocks that is being captured by these models possibly indicate also a regime switch in the estimated parameters of the variance process, hence revealing a structural brake in the model’s volatility dynamics. Lamoureux and Lastrapes (1990), Hamilton and Susmel (1994), Gray (1996), Klaassen (2002), Mikosch and Stărică (2004), and Hillebrand (2004) strongly support that in case there are no switching parameters included in the model, a substantial upward bias is most likely to appear in the approximations regarding the persistence of the conditional volatility that is extracted through a GARCH type model.

In order to overcome the above shortcoming, researchers incorporated the Markov-Switching regimes methodology in their GARCH based volatility analysis. Cai (1994) and Hamilton and Susmel (1994) were the first to combine the two techniques building models that connected regime switching with the ARCH innovations. Gray
(1996) and Klaassen (2002) further developed the original model by modifying it properly to allow for GARCH dynamics. Finally, Haas et al. (2004) diversification over Grey’s (1996) model, is by far the most widely academia as it offers better analytical tractability, providing stationarity conditions and a more clear-cut interpretation of the variance dynamics.

In the relative literature concerning the issue of volatility modeling and forecasting for energy commodities, more and more academic researchers use Markov-Switching GARCH models to address the problems of the asymmetric and volatility clustering effects that are intensively present in their price returns. Specifically, the fact that an overwhelming number relative papers, such as that of Arouri et al. (2012), report that most data samples containing energy product returns reveal a strong indication of the presence of structural brakes in their volatility, making a necessity to compare, in terms of suitability and predicting ability, all proposed GARCH family models with a Markov-Switching regime GARCH model.

One of the first papers in that specific field is that of Fong and See (2002) in which a data sample is used containing observations for an 8 year period about the daily returns of the WTI crude oil futures. They conclude that their regime switching GARCH model constantly outperformed the basic GARCH(1,1) model in capturing the unobserved volatility effects, due to the existence of regime switches in the volatility. Next, Vo (2009) shows that based on a sample for weekly crude oil spot prices from 1986 to 2008, there is evident regime switching volatility giving the wrong impression of simple highly persistent volatility and thus increased predictability when examined with a single regime GARCH model. Furthermore, it is supported that MS-GARCH models are more appropriate to model and forecast crude oil volatility, as well as they are capable to incorporate major events that are able to seriously affect the oil price.
Nomikos and Pouliasis (2010), comparing the forecasting ability of MS-GARCH models to the basic GARCH on a large data set containing information about daily futures prices from 1991 to 2008 for WTI crude and heating oil and ICE Brent crude and gas oil, it is supported that the Markov-Switching models clearly dominate accounting for the special volatility characteristics of the specific commodities and making future price forecasts. Additionally, Luo et al. (2010) underline that the two regime MS-GARCH models that were used, accounting for normal and turmoil periods respectively, exhibit the essential advantage of being able to the stochastic volatility of crude oil returns into several different characteristic groups.

Another interesting study is that of Cifter (2013), which explores the Nordic electricity market using daily price returns for a highly volatile period between 2008 and 2011 and evaluates the performance of MS-GARCH models relative to the GARCH(1,1) and the GJR-GARCH model, testing for three different return distribution, including the normal, the Student-t and the Skewed Student-t. Again, the results favor the MS-GARCH models, with the Skewed Student-t distribution enhancing the performance of both types of models. Similarly, Gunay (2015), Runfang et al. (2017) and Zhang et al. (2018) based on crude oil data sets of daily returns compare the MS-GARCH model with the basic GARCH and two non-linear GARCH models, the GJR-GARCH and the EGARCH, with the MS-GARCH model dominating repeatedly.

Finally, Di Sanzo (2018) using an extensive sample of both Brent and WTI crude oil daily returns from 1992 until 2015, evaluates both the in-sample as well as the out-of-sample performance of the MS-GARCH model with a series of GARCH type models, including the GARCH(1,1) model, the IGARCH, the EGARCH, the GJR-GARCH, the FIGARCH and the FIAPARCH. The models were tested based on the Mean Square Error (MSE) and the Quasi-Likelihood (QLIKE) loss functions, while the AIC and BIC criteria are penalizing all compared models. Clearly the MS-GARCH model was found to be
superior above all other GARCH type models, proving that it is the most appropriate and robust model, meeting all the necessary requirements to perform a thorough examination of the price volatility of energy commodities.

Nevertheless, at this point it is considered essential to warn the reader that the vast majority in the abovementioned academic researches, the authors use data samples that include periods of intensive economic crises and generally uncertain geopolitical climate and as such the volatility models that were developed based on Markov-Switching GARCH methodology are most likely under such conditions to be found more appropriate to model energy product volatility.

4. Conclusion

The energy market is characterized by excessive uncertainty and price volatility as a result of the high impact of geopolitical and environmental factors as well as the global demand for competition rise and market deregulation. These highly unstable market conditions make a necessity for both energy economists and all the businesses actively involved in that particular market, to examine and determine the most appropriate methodologies and tools to manage the energy commodities’ extreme price risk. Several academic researches analyzing data samples containing a significant number of price observations for multiple time periods regarding energy products with a high trading volume, revealed that energy commodity price volatility exhibit strong signs of both long memory and asymmetric effects.

Hence, independent of which volatility model is applied to measure and forecast the price volatility, it is essential first to test for the most appropriate return distribution and then for this return distribution to be incorporated into the model. As it is an exceptionally rare phenomenon not to observe extreme levels of skewness and kurtosis in the return distribution of energy products, making the unrealistic assumption of a normal
return distribution it would almost certainly lead to a dangerous underestimation of the total price risk and poor forecasting ability.

However, because accuracy comprises a crucial part in such analyses, testing the examined models under different loss functions may reveal which specific model measures price risk with the greatest precision. Additionally, in case the data set of the returns of the examined energy products contain periods of severe economic crisis like the debt crisis of 2007, or other significant geopolitical events, then researchers turn to the Markov-Switching GARCH methodology to test and account for potential regime shifts in the volatility process.

Finally, as it is indicated by the current analysis as well as it is highlighted by the vast majority of the more recent studies, there is no particular individual model or methodology that can outperform all the others in modeling and forecasting the price changes of all the main energy commodities. Most researchers in their concluding remarks express the belief that the suitability and therefore the performance of a single model or methodology strictly relies on the exact sample that is examined along with the any special characteristic features that affect the trade of the specific energy product.
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### Appendix

Table 1. Proposed models based on specific examined energy commodity data sets.

<table>
<thead>
<tr>
<th>Year</th>
<th>Author</th>
<th>Examined Data Set</th>
<th>Examined Energy Commodity</th>
<th>Outperforming Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>Fong and See</td>
<td>Daily Spot</td>
<td>WTI oil</td>
<td>MS-GARCH</td>
</tr>
<tr>
<td>2006</td>
<td>Sadorsky</td>
<td>Daily Futures</td>
<td>WTI oil, heating oil, gasoline, natural gas</td>
<td>TGARCH and GARCH(1,1)</td>
</tr>
<tr>
<td>2007</td>
<td>Narayan et al.</td>
<td>Daily Spot</td>
<td>WTI oil</td>
<td>EGARCH</td>
</tr>
<tr>
<td>2008</td>
<td>Agnolucci</td>
<td>Daily Spot</td>
<td>WTI oil</td>
<td>GED-GARCH</td>
</tr>
<tr>
<td>2008</td>
<td>Kang et al.</td>
<td>Daily Spot</td>
<td>WTI oil, Brent oil, Dubai crude</td>
<td>FIGARCH and CGARCH</td>
</tr>
<tr>
<td>2009</td>
<td>Vo</td>
<td>Weekly Spot</td>
<td>WTI oil</td>
<td>MS-GARCH</td>
</tr>
<tr>
<td>2009</td>
<td>Choi and Hammoudeh</td>
<td>Daily Futures</td>
<td>WTI oil</td>
<td>FIGARCH</td>
</tr>
<tr>
<td>2009</td>
<td>Cheong</td>
<td>Daily Spot</td>
<td>WTI oil, Brent oil</td>
<td>Student-t GARCH, Student-t FIAPARCH</td>
</tr>
<tr>
<td>2010</td>
<td>Nomikos and Pouliaias</td>
<td>Daily Futures</td>
<td>WTI oil, Brent oil, heating oil, gasoline</td>
<td>MS-GARCH</td>
</tr>
<tr>
<td>2010</td>
<td>Luo et al.</td>
<td>Daily Spot</td>
<td>WTI oil</td>
<td>MS-GARCH</td>
</tr>
<tr>
<td>2010</td>
<td>Mohammadi and Su</td>
<td>Weekly Spot</td>
<td>11 crude oil types</td>
<td>APARCH</td>
</tr>
<tr>
<td>2011</td>
<td>Hou and Suardi</td>
<td>Daily Spot</td>
<td>WTI oil, Brent oil</td>
<td>Non-parametric GARCH</td>
</tr>
<tr>
<td>2011</td>
<td>Wang et al.</td>
<td>Daily Spot, Daily Futures</td>
<td>WTI oil</td>
<td>Non-parametric GARCH models</td>
</tr>
<tr>
<td>2011</td>
<td>Arouri et al.</td>
<td>Daily Spot, 1&amp;2-month Futures</td>
<td>WTI oil, heating oil, gasoline</td>
<td>FIGARCH</td>
</tr>
<tr>
<td>2012</td>
<td>Wang and Wu</td>
<td>Weekly Spot</td>
<td>WTI oil, heating oil, gasoline, jet oil</td>
<td>Multivariate GARCH models</td>
</tr>
<tr>
<td>2012</td>
<td>Kang and Yoon</td>
<td>Daily Futures</td>
<td>WTI oil, heating oil, gasoline</td>
<td>ARIMA-GARCH and ARFIMA-FIGARCH</td>
</tr>
<tr>
<td>2013</td>
<td>Cifter</td>
<td>Daily Spot</td>
<td>Electricity</td>
<td>Skewed Student-t MS-GARCH</td>
</tr>
<tr>
<td>2015</td>
<td>Zhang et al.</td>
<td>Daily Spot, Weekly Spot</td>
<td>WTI oil, Brent oil</td>
<td>MS-GARCH</td>
</tr>
<tr>
<td>2015</td>
<td>Gunay</td>
<td>Daily Spot</td>
<td>Brent oil</td>
<td>Student-t MS-GARCH</td>
</tr>
<tr>
<td>2017</td>
<td>Runfang et al.</td>
<td>1-month Spot</td>
<td>WTI oil</td>
<td>MS-GARCH</td>
</tr>
<tr>
<td>2018</td>
<td>Di Sanzo</td>
<td>Daily Spot</td>
<td>WTI oil, Brent oil</td>
<td>MS-GARCH</td>
</tr>
</tbody>
</table>