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Abstract: Uncertainties due to randomness and fuzziness comprehensively exist in control and decision support systems. In the present study, we introduce notion of occurring probability of possible values into hesitant fuzzy linguistic element (HFLE) and define hesitant probabilistic fuzzy linguistic set (HPFLS) for ill structured and complex decision making problem. HPFLS provides a single framework where both stochastic and non-stochastic uncertainties can be efficiently handled along with hesitation. We have also proposed expected mean, variance, score and accuracy function and basic operations for HPFLS. Weighted and ordered weighted aggregation operators for HPFLS are also defined in the present study for its applications in multi-criteria group decision making (MCGDM) problems. We propose a MCGDM method with HPFL information which is illustrated by an example. A real case study is also taken in the present study to rank State Bank of India, InfoTech Enterprises, I.T.C., H.D.F.C. Bank, Tata Steel, Tata Motors and Bajaj Finance using real data. Proposed HPFLS-based MCGDM method is also compared with two HFL-based decision making methods.
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1. Introduction

Uncertainties in decision making problems are due to either randomness or fuzziness, or by both and can be classified into stochastic and non-stochastic uncertainty [1]. Stochastic uncertainties in every system may be well captured by the probabilistic modeling [2,3]. Although several theories have been proposed in the literature to deal with non-stochastic uncertainties but among them fuzzy set theory [4,5] is extensively researched and successfully applied in decision making [6–10]. An extensive literature is due to Mardani et al. [11] on the various fuzzy aggregation operators proposed in last thirty years. Type-2 fuzzy sets [5], interval-valued fuzzy set (IVFS) [4], intuitionistic fuzzy sets (IFS) [12] and interval-valued intuitionistic fuzzy sets (IVIFS) [13], Pythagorean fuzzy set [14] and neutrosophic sets [15] are few other extensions of fuzzy sets practiced in MCGDM problems to include non-stochastic uncertainty and hesitation.

Often decision makers (DMs) in multi-criteria group decision making (MCGDM) problems are not in favor of the same assessment on decision criteria and provide different assessment information on each criterion. Difficulty of agreeing on a common assessment is not because of margin of error or some possible distribution as in case of IFS and type-2 fuzzy sets. To address this issue in MCGDM problems Torra and Narukawa [16] and Torra [17] introduced hesitant fuzzy set
(HFS) and applied in MCGDM problems [18,19]. Various extensions of HFS e.g., triangular hesitant fuzzy set (THFS), generalized hesitant fuzzy set (GHFS), interval valued hesitant fuzzy set (IVHFS), dual hesitant fuzzy set (DHFS), interval valued intuitionistic hesitant fuzzy set (IVIHFS) and hesitant pythagorean fuzzy set were used in decision making problems [20–28] considering decision hesitancy and prioritization among decision criteria and developed a fuzzy group decision making method to evaluate complex emergency response in sustainable development. Recently, Garg and Arora [29] proposed distance and similarity measures-based MCDM method using dual hesitant fuzzy soft set.

Qualitative and quantitative analysis of decision criteria with hesitant and uncertain information has always been an important issue for researchers in MCGDM problems. Limited knowledge of decision makers (DMs), nature of considered alternatives and unpredictability of events are main constraints in getting sufficient and accurate information about the decision preferences and decision criteria. Many criteria which are difficult to be analyzed quantitatively can be analyzed using linguistic variables [5]. Linguistic variables improve consistency and flexibility of traditional decision making methods [30] and hence many researchers [31–45] have proposed use of linguistic variable in decision making problems. Kobina et al. [46] proposed few probabilistic linguistic aggregation operators for decision making problem. Garg and Kumar [47], Liu et al. [48] and Garg [49] proposed various aggregation operators, prioritized aggregation operators for linguistic IFS and linguistic neutrosophic set and applied them to MCGDM problems. Lin et al. [50] integrated linguistic sets with HFS to define hesitant fuzzy linguistic set (HFLS) to include hesitancy and inconsistencies among DMs in assessment of an alternative with respect to a certain criterion. Ren et al. [51] and Joshi & Kumar [52] proposed TOPSIS method MCGDM using hesitant fuzzy linguistic and IVIHFL information. Recently few researchers [53–55] have proposed generalized single-valued neutrosophic hesitant fuzzy prioritized aggregation operators and linguistic distribution-based methods decision making methods using hesitant fuzzy linguistic assessment for decision making methods.

Probabilistic and fuzzy approach-based MCGDM method process only either stochastic or non-stochastic uncertainty. One of their major limitations is not to handle both types of uncertainties simultaneously. Comprehensive concurrence of stochastic and non stochastic uncertainty in real life problems attracted researchers to incorporate probability theory with fuzzy logic. Idea of integrating fuzzy set theory with probabilistic theory was initiated by Liang and Song [56] and Meghdadi and Akbarzadeh [1]. In 2005, Liu and Li [57] defined probabilistic fuzzy set (PFS) to handle both stochastic and non stochastic uncertainties in a single framework. To handle simultaneous occurrence of both stochastic and non stochastic uncertainties with hesitation, Xu and Zhou [58] introduced probabilistic hesitant fuzzy set (PHFS). PHFS permits more than one membership degree of an element with different probabilities. Recently many applications of PHFS are found in MCGDM problems [58–65].

Earlier in all HFL-based decision making methods, probabilities of occurrence of elements are assumed to be equal. Assumption of equal probabilities in HFL is too hard to be followed by DMs in real life problems of decision making due to their hesitation. For example, a decision maker provides hesitant fuzzy linguistic element (HFLE) \( \{ s_2, < 0.4, 0.5, 0.6 > \} \) to evaluate the safety level of a vehicle. He or she thinks that the safety level associated with 0.6 and 0.4 are the most and least suitable. However, he or she contradicts with own decision by associating equal probability to each 0.4, 0.5, 0.6. Hence, HFLE \( \{ s_2, < 0.4, 0.5, 0.6 > \} \) with equal probabilities cannot represent DM’s accurate assessment of decision criteria. With this limitation in present form of HFLS, we introduce notion of hesitant probabilistic fuzzy linguistic set (HPFLS). This new class of set undertakes both uncertainties caused by randomness and fuzziness in the environment of hesitation in a single framework.

In the present study, we have proposed HPFLS with expected mean, variance, score and accuracy function and a few operations on its elements. We also develop novel hesitant probabilistic fuzzy linguistic weighted averaging (HPFLWA), hesitant probabilistic fuzzy linguistic weighted geometric (HPFLWG), hesitant probabilistic fuzzy linguistic ordered weighted averaging
(HPFLOWA) and hesitant probabilistic fuzzy linguistic ordered weighted geometric (HPFLOWG) aggregation operators to aggregate the HPFL information. A MCGDM method with HPFL information is proposed. Methodology of proposed MCGDM method is illustrated by a numerical example and also applied on a real case study to rank the organizations.

2. Preliminaries

In this section, we briefly review fundamental concepts and definitions of hesitant fuzzy set, linguistic variables, hesitant fuzzy linguistic set and hesitant probabilistic fuzzy set.

**Definition 1.** ([16,17]) Let $X$ be a reference set. An HFS $A$ on $X$ is defined using a function $I_A(X)$ that returns a subset of $[0, 1]$. Mathematically, it is symbolized using following expression:

$$A = \{x | I_A(x) > 0, x \in X\}$$

where $I_A(X)$ is hesitant fuzzy element (HFE) having a set of different values lies between $[0, 1]$.

**Definition 2.** ([32]) Let $S = \{s_i \mid i = 1, 2, ..., t\}$ be a finite discrete LTS. Here $s_i$ represents a possible value for a linguistic variable and satisfies the following characteristics:

1. The set is ordered: $s_i > s_j$ if $i > j$
2. Max $\{s_i, s_j\} = s_i$ if $i \geq j$
3. Min $\{s_i, s_j\} = s_j$ if $i \geq j$

Xu [66] extended finite discrete LTS $S = \{s_i \mid i = 1, 2, ..., t\}$ to continuous LTS $S = \{s_\theta \mid s_0 \leq s_\theta \leq s_i, \theta \in [0, 1]\}$ to conserve all the provided information. An LTS is original if $s_\theta \in S$, otherwise it is called virtual.

**Definition 3.** ([50]) Let $X$ be the reference set and $s_\theta \in S$. A hesitant fuzzy linguistic set $A$ in $X$ is a mathematical object of following form:

$$A = \{x \in \mathbb{R} \mid I_A(x) > 0, x \in X\}$$

Here $h_A(x)$ is a set of possible finite number of values belonging to $[0, 1]$ and denotes the possible membership degrees that $x$ belongs to $s_\theta(x)$.

**Definition 4.** ([58]) Let $X$ be the reference set. An HPFS $H$ on $X$ is a mathematical object of following form:

$$H = \{< \gamma_i, p_i \mid p_i \geq 0, \sum p_i = 1\}$$

Here $h(\gamma_i \mid p_i)$ is a set of elements $\gamma_i$ with corresponding probabilities $p_i$, expressing the hesitant fuzzy information with probabilities to the set $H_p, 0 \leq \gamma_i \leq 1 (i = 1, 2, ..., h)$ (number of possible elements in $h(\gamma_i \mid p_i)$, $p_i \in [0, 1]$ are corresponding probabilities with condition $\sum_i p_i = 1$.

3. Hesitant Probabilistic Fuzzy Linguistic Set (HPFLS) and Hesitant Probabilistic Fuzzy Linguistic Element (HPFLE)

Qualitative and quantitative analysis of decision criteria with hesitant is always been an important issue for researchers in MCGDM problems. Earlier classification of fuzzy sets (hesitant fuzzy set [16,17], hesitant fuzzy linguistic set [50] and probabilistic hesitant fuzzy [58]) are not capable to deal with fuzziness, hesitancy and uncertainty both qualitatively and quantitatively. Keeping in mind the limitations of HFLEs and to fully describe precious information provided by DMs; our aim is to propose a new class of set called HPFLS. This set can easily describe stochastic
and non-stochastic uncertainties with hesitant information using both qualitative and quantitative terms. In this section, we also develop expected mean, variance, score and accuracy function of HPFLEs, along with a comparison method. Some basic operations of HPFLEs are also defined in this section.

**Definition 5.** Let $X$ and $S$ be the reference set and linguistic term set. An HPFLE $H_{PL}$ on $X$ is a mathematical object of following form:

$$H_{PL} = \{ < x, h_{PL}(p_{x}) > | x \in X \}$$

Here $h_{PL}(p_{x}) = s_{0}(x | p_{x})$, $h(y_{j} | p_{x}) | y_{j}, p_{x}$, $s_{0}(x) \in S$ and $h_{PL}(p_{x})$ is set of some elements $x$ denoting the hesitant fuzzy linguistic information with probabilities to the set $H_{PL}$, $0 \leq y_{i} \leq 1$, $i = 1, 2, \ldots, \# h_{PL}$.

Here $\# h_{PL}$ is the number of possible elements in $h_{PL}(p_{x})$, $p_{x} \in \{0,1\}$ is the hesitant probability of $y_{i}$ and

$$\sum_{i=1}^{\# h_{PL}} p_{i} = 1.$$ We call $h_{PL}(p_{x})$ HPFLE and $H_{PL}$ is set of all HPFLEs.

As an illustration of Definition 5, we assume two HPFLEs $h_{PL}(p_{x})=[(s_{1} | 1), (0.2 | 0.3, 0.4 | 0.2, 0.5 | 0.5)]$, $h_{PL}(p_{x})=[(s_{3} | 1), (0.4 | 0.2, 0.5 | 0.4, 0.2 | 0.4)]$ on reference set $X = \{x, y\}$.

An object $H_{PL} = \{< x, (s_{1} | 1), (0.2 | 0.3, 0.4 | 0.2, 0.5 | 0.5) > \}$, $< y, (s_{3} | 1), (0.4 | 0.2, 0.5 | 0.4, 0.2 | 0.4) >$ represents an HPFLE.

It is important to note that if the probabilities of the possible values in HPFLEs are equal, i.e., $P_{1} = P_{2} = \ldots = P_{h_{PL}}$, then HPFLE reduced to HFLE.

### 3.1. Some Basic Operations on Hesitant Probabilistic Fuzzy Linguistic Element (HPFLEs)

Based on operational rules of hesitant fuzzy linguistic set [50] and hesitant probabilistic set [61], we propose following operational laws for $h_{PL}^{i}(p_{x}) = (s_{0}(x) | p), h(y_{j} | p_{x})$ and $h_{PL}^{i}(p_{x}) = (s_{0}(x) | p), h(y_{j} | p_{x})$ then:

1. \((h_{PL}^{i})^{\#} = (s_{0}(x) | p), h(y_{j}^{\#} | p_{x})\)
2. \((h_{PL}^{i})^{*} = \mu s_{0}(x) | p), h(y_{j}^{*} | p_{x})\)
3. $h_{PL}^{i} \oplus h_{PL}^{j} = (s_{0}(x) | p), h(y_{j}^{\oplus} | p_{x})$
4. $h_{PL}^{i} \otimes h_{PL}^{j} = (s_{0}(x) | p), h(y_{j}^{\otimes} | p_{x})$
5. $h_{PL}^{i} \cup h_{PL}^{j} = (s_{0}(x) | p), h(y_{j}^{\cup} | p_{x})$
6. $h_{PL}^{i} \cap h_{PL}^{j} = (s_{0}(x) | p), h(y_{j}^{\cap} | p_{x})$

Using definition of $\oplus$ and $\otimes$, it can be easily proved that $h_{PL}^{i} \oplus h_{PL}^{j}$ and $h_{PL}^{i} \otimes h_{PL}^{j}$ are commutative. In order to show that $(h_{PL}^{i})^{\#}, \mu(h_{PL}^{i})^{\#}$, $h_{PL}^{i} \oplus h_{PL}^{j}$, $h_{PL}^{i} \otimes h_{PL}^{j}$, $h_{PL}^{i} \cup h_{PL}^{j}$ and $h_{PL}^{i} \cap h_{PL}^{j}$ are again HPFLE, we assume that $h_{PL}^{i}(p_{x}) = [(s_{1} | 1), (0.2 | 0.3, 0.4 | 0.2, 0.5 | 0.5)]$ and $h_{PL}^{j}(p_{x}) = [(s_{3} | 1), (0.4 | 0.2, 0.5 | 0.4, 0.2 | 0.4)]$ are two HPFLEs on reference set $X = \{x, y\}$ and perform the operation laws as follows:

\[
(h_{PL}^{i})^{\#} = [(s_{1} | 1), (0.04 | 0.3, 0.16 | 0.2, 0.25 | 0.5)]
\mu(h_{PL}^{i})^{\#} = [(s_{1} | 1), (0.36 | 0.3, 0.64 | 0.2, 0.75 | 0.5)]
\]

$h_{PL}^{i} \oplus h_{PL}^{j} = [(s_{1} | 1), (0.54 | 0.06, 0.58 | 0.12, 0.28 | 0.12, 0.76 | 0.04, 0.82 | 0.08, 0.52 | 0.08, 0.8 | 0.1, 0.8 | 0.2, 0.5 | 0.2)]$
\[ h_{PL}^1 \otimes h_{PL}^2 = [(s_3 \mid 1), \mid 0.08 \mid 0.06, 0.1 \mid 0.12, 0.04 \mid 0.12, 0.16 \mid 0.04, 0.02 \mid 0.08, 0.08 \mid 0.08, 0.2 \mid 0.1, 0.25 \mid 0.2, 0.1 \mid 0.2] \]
\[ h_{PL}^3 \lor h_{PL}^2 = [(s_3 \mid 1), \mid 0.4 \mid 0.08, 0.5 \mid 0.11, 0.2 \mid 0.11, 0.4 \mid 0.06, 0.5 \mid 0.11, 0.4 \mid 0.11, 0.5 \mid 0.14, 0.5 \mid 0.14, 0.5 \mid 0.14] \]
\[ h_{PL}^2 \land h_{PL} = [(s_3 \mid 1), \mid 0.2 \mid 0.08, 0.2 \mid 0.13, 0.2 \mid 0.13, 0.4 \mid 0.13, 0.4 \mid 0.08, 0.4 \mid 0.08, 0.2 \mid 0.08, 0.4 \mid 0.08, 0.5 \mid 0.17, 0.2 \mid 0.17] \]

3.2. Score and Accuracy Function for Hesitant Probabilistic Fuzzy Linguistic Element (HPFLE)

Comparison is an indispensable and is required if we tend to apply HPFLE in decision making and optimization problems. Hence, we define expected mean, variance, score and accuracy function of HPFLE in this sub section as follows:

**Definition 6.** Expected mean \( E(h_{PL}(p_x)) \) and variance \( V(h_{PL}(p_x)) \) for a HPFLE \( h_{PL}(p_x) = \{s_\theta(x) \mid p_h, h \mid (\gamma_i, p_i) \} \) are defined as follows:

\[
E(h_{PL}(p_x)) = \frac{\sum_{i=1}^{\#h} (\gamma_i, p_i)}{\#h} \tag{5}
\]

\[
V(h_{PL}(p_x)) = \sum_{i=1}^{\#h} (\gamma_i - E(h_{PL}(p_x)))^2 p_i \tag{6}
\]

**Definition 7.** Score function \( S(h_{PL}(p_x)) \) and accuracy function \( A(h_{PL}(p_x)) \) for a HPFLE \( h_{PL}(p_x) = \{s_\theta(x) \mid p_h, h \mid (\gamma_i, p_i) \} \) are defined as follows:

\[
S(h_{PL}(p_x)) = E(h_{PL}(p_x)) (s_\theta(x) (p_h)) \tag{7}
\]

\[
A(h_{PL}(p_x)) = V(h_{PL}(p_x)) (s_\theta(x) (p_h)) \tag{8}
\]

Using score and accuracy functions two HPFLES \( h_{PL}(p_x), h_{PL}(p_\gamma) \) can be compared as follows:

1. If \( S(h_{PL}(p_x)) > S(h_{PL}(p_\gamma)) \), then \( h_{PL}(p_x) > h_{PL}(p_\gamma) \)
2. If \( S(h_{PL}(p_x)) < S(h_{PL}(p_\gamma)) \), then \( h_{PL}(p_x) < h_{PL}(p_\gamma) \)
3. If \( S(h_{PL}(p_x)) = S(h_{PL}(p_\gamma)) \),
   a. If \( A(h_{PL}(p_x)) > A(h_{PL}(p_\gamma)) \), then \( h_{PL}(p_x) > h_{PL}(p_\gamma) \)
   b. If \( A(h_{PL}(p_x)) < A(h_{PL}(p_\gamma)) \), then \( h_{PL}(p_x) < h_{PL}(p_\gamma) \)
   c. If \( A(h_{PL}(p_x)) = A(h_{PL}(p_\gamma)) \), then \( h_{PL}(p_x) = h_{PL}(p_\gamma) \)

As an illustration of Definitions 6 and 7, we compare two HPFLES \( h_{PL}(p_x) = [(s_2 \mid 1), \mid 0.2 \mid 0.3, 0.4 \mid 0.2, 0.5 \mid 0.5] \) and \( h_{PL}(p_\gamma) = [(s_3 \mid 1), \mid 0.4 \mid 0.2, 0.5 \mid 0.4, 0.2 \mid 0.4] \) using score and accuracy functions as follows:

\[
E(h_{PL}(p_x)) = (0.2 * 0.3 + 0.4 * 0.2 + 0.5 * 0.5) / 3 = 0.13
\]

\[
E(h_{PL}(p_\gamma)) = (0.4 * 0.2 + 0.5 * 0.4 + 0.2 * 0.4) / 3 = 0.12
\]

\[
V(h_{PL}(p_x)) = (((0.2 - 0.13)^2) * 0.3 + ((0.4 - 0.13)^2) * 0.2) + (((0.5 - 0.13)^2) * 0.5)) / 3 = 0.0279
\]

\[
V(h_{PL}(p_\gamma)) = (((0.4 - 0.12)^2) * 0.2 + ((0.5 - 0.12)^2) * 0.4) + (0.2 - 0.12)^2 * 0.4)) / 3 = 0.0252
\]

\[
S(h_{PL}(p_x)) = S(2 * (0.2 * 0.3 + 0.4 * 0.2 + 0.5 * 0.5) / 3) = S_{0.26}
\]

\[
S(h_{PL}(p_\gamma)) = S(2 * (0.2 * 0.3 + 0.4 * 0.2 + 0.5 * 0.5) / 3) = S_{0.26}
\]
$$S(h_{PL}(p_j)) = S_{ij}(0.4*0.2+0.3*0.2+0.4*0.4*0.2+0.3*0.2*0.4) = S_{0.36}$$

$$A(h_{PL}(p_j)) = S_{ij}(2*0.5*0.2*0.3+0.3*0.4+0.5*0.3)+0.3*0.13 = S_{0.0558}$$

$$A(h_{PL}(p_j)) = S_{ij}(2*0.5*0.2*0.3+0.3*0.4+0.5*0.3)+0.3*0.13 = S_{0.0756}$$

Since

$$S(h_{PL}(p_j)) > S(h_{PL}(p_j))$$

therefore

$$h_{PL}(p_j) < h_{PL}(p_j)$$

Different HPFLEs may have different number of PFNs. To make them equal in numbers we extend HPFLEs until they have same number of PFNs. It can be extended according to DMs risk behavior.

4. Aggregation Operators for Hesitant Probabilistic Fuzzy Linguistic Set (HPFLS)

In group decision making problems, an imperative task is to aggregate the assessment information obtained from DMs about alternatives against each criterion. Various aggregation operators for HFLS [18,50] and HPFS [58-63,67] have been developed in the past few decades. As we propose HPFLS for MCGDM problems, we also develop few aggregations operators to aggregate information in the form of HPFLEs. In this section, we define HPFLW and HPFLOW operators.

4.1. Hesitant Probabilistic Linguistic Fuzzy Weighted Aggregation Operators

Let

$$H_{PL}^n = h_{PL}(p_x) = \{s_{x_1}(x) \mid p_x, h(y_i \mid p_x) \mid y_i, p_i, (i = 1, 2, ..., n)\}$$

be collection of HPFLEs. Hesitant probabilistic fuzzy linguistic weighted averaging (HPFLWA) operator and hesitant probabilistic fuzzy linguistic weighted geometric (HPFLWG) operator are defined as follows:

**Definition 8.** HPFLWA is a mapping $$H_{PL}^n \rightarrow H_{PL}$$ such that

$$\text{HPFLWA} (H_1, H_2, ..., H_n) = \bigoplus_{i=1}^n (\omega_i H_i)$$

$$= \left[ \sum_{i=1}^n \omega_i s_{x_i}(x) \right] \bigcup_{y_i \in H_i, y_2 \in H_2, ..., y_n \in H_n} \left\{ 1 - \prod_{i=1}^n (1 - y_i) \right\} \left[ p_1 p_2 ... p_n \right]$$

(9)

**Definition 9.** HPFLWG operator is a mapping $$H_{PL}^n \rightarrow H_{PL}$$ such that

$$\text{HPFLWG} (H_1, H_2, ..., H_n) = \bigoplus_{i=1}^n (\omega_i H_i)$$

$$= \left[ \sum_{i=1}^n \omega_i s_{x_i}(x) \right] \bigcup_{y_i \in H_i, y_2 \in H_2, ..., y_n \in H_n} \left\{ \prod_{i=1}^n (y_i) \right\} \left[ p_1 p_2 ... p_n \right]$$

(10)

where

$$\omega = (\omega_1, \omega_2, ..., \omega_n)$$

is weight vector of $$H_i (i = 1, 2, ..., n)$$ with $$\omega_i \in [0,1]$$ and

$$\sum_{i=1}^n \omega_i = 1.$$ $p_n$ is the probability of $$y_i$$ in the HPFLEs $$H_i (i = 1, 2, ..., n).$$ In particular if $$\omega = \left[ \frac{1}{n}, \frac{1}{n}, ..., \frac{1}{n} \right]^T$$ then HPFLWA and HPFLWG operator are reduced to following hesitant probabilistic fuzzy linguistic averaging (HPFLA) operator and hesitant probabilistic fuzzy linguistic geometric (HPFLG) operator respectively:

$$\text{HPFLA} (H_1, H_2, ..., H_n) = \bigoplus_{i=1}^n \left( \frac{1}{n} H_i \right)$$

(11)
\[
= \left\{ \sum_{i=1}^{n} \frac{1}{n} s_{\theta_i}(x) \right\} \bigg[ \bigcup_{\gamma_i \in H_1, \gamma_2 \in H_2, ... , \gamma_n \in H_n} \left\{ 1 - \prod_{i=1}^{n} \left(1 - \gamma_i\right)^{\alpha_i} \right\} \bigg]
\]

\[
= \left\{ \sum_{i=1}^{n} \frac{1}{n} s_{\theta_i}(x) \right\} \bigg[ \bigcup_{\gamma_i \in H_1, \gamma_2 \in H_2, ... , \gamma_n \in H_n} \left\{ \prod_{i=1}^{n} \left(\gamma_i\right)^{\alpha_i} \right\} \bigg]
\]

(12)

**Lemma 1.** ([17]) Let \( \alpha_i > 0, \omega_i > 0, i = 1,2,..,n \) and \( \sum_{i=1}^{n} \alpha_i = 1 \), then \( \prod_{i=1}^{n} \alpha_i = \sum_{i=1}^{n} \alpha_i \omega_i \) and equality holds if and only if \( \alpha_1 = \alpha_2 = ... = \alpha_n \).

**Theorem 1.** Let \( H_i = h_{FL} (p_i) = \{ s_{\theta_i}(x) \mid p \}, h (\gamma_i \mid p_i) \mid \gamma_i, p_i > \} (i = 1,2,..,n) \) be collection of HPFLEs. Let \( \omega = (\alpha_1, \alpha_2, ..., \alpha_n) \) be weight vector of \( H_i (i = 1,2,..,n) \) with \( \omega_i \in [0,1] \) and \( \sum_{i=1}^{n} \omega_i = 1 \), then

\[
\text{HPFLWG} (H_1, H_2, ..., H_n) \leq \text{HPFLWA} (H_1, H_2, ..., H_n)
\]

\[
\text{HPFLG} (H_1, H_2, ..., H_n) \leq \text{HPFLA} (H_1, H_2, ..., H_n)
\]

**Proof.** Using Lemma 1, we have following inequality for any \( \gamma_i \in H_i (i = 1,2,..,n) \),

\[
\prod_{i=1}^{n} \left(\gamma_i\right)^{\alpha_i} \leq \sum_{i=1}^{n} \gamma_i \omega_i = 1 - \sum_{i=1}^{n} (1 - \gamma_i) \omega_i \leq \prod_{i=1}^{n} (1 - \gamma_i)^{\alpha_i}
\]

Thus, we can obtain the following inequality:

\[
\left\{ \sum_{\gamma_1 \in H_1, \gamma_2 \in H_2, ... , \gamma_n \in H_n} \left[ \prod_{i=1}^{n} \left(\gamma_i\right)^{\alpha_i} \mid p_i p_2 ... p_n \right] \right\} \leq \left\{ \sum_{\gamma_1 \in H_1, \gamma_2 \in H_2, ... , \gamma_n \in H_n} \left[ 1 - \prod_{i=1}^{n} \left(1 - \gamma_i\right)^{\alpha_i} \mid p_i p_2 ... p_n \right] \right\}
\]

\[
\left\{ \sum_{\gamma_1 \in H_1, \gamma_2 \in H_2, ... , \gamma_n \in H_n} \left[ \prod_{i=1}^{n} \left(\gamma_i\right)^{\alpha_i} \mid p_i p_2 ... p_n \right] \right\} \leq \left\{ \sum_{\gamma_1 \in H_1, \gamma_2 \in H_2, ... , \gamma_n \in H_n} \left[ 1 - \prod_{i=1}^{n} \left(1 - \gamma_i\right)^{\alpha_i} \mid p_i p_2 ... p_n \right] \right\}
\]

Using definition of score function \( S(h_{FL} (p_i)) = \sum_{h=1}^{\#h} (s_{\theta}(x)(p_k)) \), we have HPFLWG \((H_1, H_2, ..., H_n) \leq \text{HPFLWA} (H_1, H_2, ..., H_n)\). Similarly, it can be proved that HPFLG \((H_1, H_2, ..., H_n) \leq \text{HPFLA} (H_1, H_2, ..., H_n)\). \( \square \)

4.2. Hesitant Probabilistic Fuzzy Linguistic Ordered Weighted Aggregation Operators

Xu and Zhou [58] defined ordered weighted averaging and geometric aggregation operators to aggregate hesitant probabilistic fuzzy information for MCGDM problems. In this sub section we propose hesitant probabilistic fuzzy linguistic ordered weighted averaging (HPFLOWA) operator and hesitant probabilistic fuzzy linguistic ordered weighted geometric (HPFLOWG) operators.
Let \( H_{PL}^n = h_{PL}(p_i) = (s_{\omega_i}((x_i) | p_i), h(\gamma_i | p_i) | \gamma_i, p_i >) \) be collection of HPFLEs, \( \omega = (\omega_1, \omega_2, ..., \omega_n) \) is weight vector of with \( \omega_i \in [0,1] \) and \( \sum_{i=1}^{n} \omega_i = 1 \). Let \( p_i \) is the probability of \( \gamma_i \) in the HPFLEs \( H_i(i=1,2,...,n) \). \( \gamma_{\sigma(i)} \) ith be the largest of \( H_i \), \( p_{\sigma(i)} \) is the probability of \( \gamma_{\sigma(i)} \), and \( \omega_{\sigma(i)} \) be the largest of \( \omega \). We develop the following two ordered weighted aggregation operators:

**Definition 10.** HPFLOWA operator is a mapping \( H_{PL}^n \rightarrow H_{PL} \) such that

\[
\text{HPFLOWA} \ (H_1, H_2, ..., H_n) = \bigoplus_{i=1}^{n} (\omega_i, H_{\sigma(i)})
\]

\[
= \left( \left( \sum_{i=1}^{n} \omega_i s_{\omega_i}((x_i) | p_i) \right) \bigcup \left( \prod_{i=1}^{n} (1 - \gamma_{\sigma(i)})^{\omega_i} | p_{\sigma(1)}p_{\sigma(2)}...p_{\sigma(n)} \right) \right)
\]

**Definition 11.** HPFLOWG operator is a mapping \( H_{PL}^n \rightarrow H_{PL} \) such that

\[
\text{HPFLOWG} \ (H_1, H_2, ..., H_n) = \bigoplus_{i=1}^{n} (\omega_i, H_{\sigma(i)})^{\omega_i}
\]

\[
= \left( \left( \sum_{i=1}^{n} \omega_i s_{\omega_i}((x_i) | p_i) \right) \bigcup \left( \prod_{i=1}^{n} (1 - \gamma_{\sigma(i)})^{\omega_i} | p_{\sigma(1)}p_{\sigma(2)}...p_{\sigma(n)} \right) \right)
\]

Similar to Theorem 1, the above ordered weighted operators have the relationship below:

\[ \text{HPFLOWG} \ (H_1, H_2, ..., H_n) \leq \text{HPFLOWA}(H_1, H_2, ..., H_n) \]

**4.3. Properties of Proposed Weighted and Ordered Weighted Aggregation Operators**

Following are few properties of proposed weighted and ordered weighted aggregation operators that immediately follow from their definitions.

**Property 1.** (Monotonicity). Let \( (H_1, H_2, ..., H_n) \) and \( (H'_1, H'_2, ..., H'_n) \) be two collections of HPFLNs, if \( H'_i \leq H_i \) for all \( i = 1,2, ..., n \), then

\[ \text{HPFLOWA} \ (H'_1, H'_2, ..., H'_n) \leq \text{HPFLOWA}(H_1, H_2, ..., H_n) \]

\[ \text{HPFLOWG} \ (H'_1, H'_2, ..., H'_n) \leq \text{HPFLOWG}(H_1, H_2, ..., H_n) \]

\[ \text{HPFLOWA} \ (H'_1, H'_2, ..., H'_n) \leq \text{HPFLOWA}(H_1, H_2, ..., H_n) \]

\[ \text{HPFLOWG} \ (H'_1, H'_2, ..., H'_n) \leq \text{HPFLOWG}(H_1, H_2, ..., H_n) \]

**Property 2.** (Idempotency). Let \( H_i = H'_i \) (i = 1,2,...,n), then

\[ \text{HPFLOWA}(H_1, H_2, ..., H_n) = \text{HPFLOWG}(H_1, H_2, ..., H_n) = \text{HPFLOWA}(H_1, H_2, ..., H_n) = \text{HPFLOWG}(H_1, H_2, ..., H_n) = H \]

**Property 3.** (Boundedness). All aggregation operators lie between the max and min operators:

\[ \min (H_1, H_2, ..., H_n) \leq \text{HPFLOWA}(H_1, H_2, ..., H_n) \leq \max (H_1, H_2, ..., H_n) \]

\[ \min (H_1, H_2, ..., H_n) \leq \text{HPFLOWG}(H_1, H_2, ..., H_n) \leq \max (H_1, H_2, ..., H_n) \]

\[ \min (H_1, H_2, ..., H_n) \leq \text{HPFLOWA}(H_1, H_2, ..., H_n) \leq \max (H_1, H_2, ..., H_n) \]

\[ \min (H_1, H_2, ..., H_n) \leq \text{HPFLOWG}(H_1, H_2, ..., H_n) \leq \max (H_1, H_2, ..., H_n) \]
5. Application of Hesitant Probabilistic Fuzzy Linguistic Set to Multi-Criteria Group Decision Making (MCGDM)

In this section, we propose a MCGDM method with hesitant probabilistic fuzzy linguistic information. Let \( \{A_1, A_2, ..., A_m\} \) be set of alternatives to be ranked by a group of DMs \( \{D_1, D_2, ..., D_t\} \) against criteria \( \{C_1, C_2, ..., C_n\} \). \( w = (w_1, w_2, ..., w_n)^T \) is the weight vector of criteria with the condition \( 0 \leq w_j \leq 1 \) and \( \sum_{j=1}^{n} w_j = 1 \). \( \tilde{H}^k = (H_{ij}^k)_{m \times n} \) is HPFL decision matrix where \( H_{ij}^k = (s_\theta ((x|p), h((y_i|p_i), y_j, p_j), t = 1, 2, ..., T) \) denotes HPFL when alternative \( A_i \) is evaluated by \( k \)thDM under the criteria \( C_j \). If two or more decision makers provide the same value, then the value comes only once in decision matrix. Algorithm of proposed HPFLEs-based MCGDM method includes following steps:

**Step 1:** Construct HPFL decision matrices \( \tilde{H}^k = (H_{ij}^k)_{m \times n} \) (i = 1, 2, ..., m; j = 1, 2, ..., n), according to the preferences information provided by the DMs about the alternative \( A_i \) under the criteria \( C_j \) denoted by HPFLE \( H = h_{PL}(p_s) = (s_\theta ((x|p), h((y_i|p_i), y_j, p_j), t = 1, 2, ..., T) \).

**Step 2:** Use the proposed aggregation operators (HPFLWA and HPFLWG) given in Section 3, to aggregate individual hesitant probabilistic fuzzy linguistic decision information provided by each decision maker into a single HPFL decision matrix \( \tilde{H} = (H_{ij})_{m \times n} \) (i = 1, 2, ..., m; j = 1, 2, ..., n).

**Step 3:** Calculate the overall criteria value for each alternative \( A_i \) (i = 1, 2, ..., m) by applying the HPFLWA and HPFLWG aggregation operator as follows:

\[
H_i (i = 1, 2, ..., m) = \begin{cases} 
\text{HPFLWA (C}_{11}, C_{12}, ..., C_{1n}) \\
\text{HPFLWA (C}_{21}, C_{22}, ..., C_{2n}), ..., (C_{m1}, C_{m2}, ..., C_{mn}) \end{cases}
\]

\[
H_i (i = 1, 2, ..., m) = \begin{cases} 
\text{HPFLWG (C}_{11}, C_{12}, ..., C_{1n}) \\
\text{HPFLWG (C}_{21}, C_{22}, ..., C_{2n}), ..., (C_{m1}, C_{m2}, ..., C_{mn}) \end{cases}
\]

**Step 4:** Use score or accuracy functions to calculate the score values \( S(h_{PL}(p_s)) \) and accuracy values \( A(h_{PL}(p_s)) \) of the aggregated hesitant probabilistic fuzzy linguistic preference values \( H_i (i = 1, 2, ..., m) \).

**Step 5:** Rank all the alternatives \( A_i \) (i = 1, 2, ..., m) in accordance with \( S(h_{PL}(p_s)) \) or \( A(h_{PL}(p_s)), (i = 1, 2, ..., m) \).

6. Illustrative Example

An example is undertaken in this section to understand the implementation methodology of proposed MCGDM method with HPFL information. Further, a real case study is done to rank organizations using proposed MCGDM method. We also compare proposed method with existing HPFL-based MCGDM methods proposed by Lin et al. [50] and Zhou et al. [68].

**Example.** Suppose that a group of three decision makers (D1, D2, D3) intend to rank four alternatives (A1, A2, A3, A4) on the basis of three criteria (C1, C2, C3). All DMs are considered equally important and equal weights are assigned to them. Each DM provides evaluation information of each alternative under each criterion in form of HPFLEs with following LTS:

\( S = \{s_0 = \text{extremely poor}, s_1 = \text{very poor}, s_2 = \text{poor}, s_3 = \text{fair}, s_4 = \text{good}, s_5 = \text{very good}, s_6 = \text{extremely good}\} \).
**Step 1:** HPFL decision matrices are constructed according to preferences information provided by DMs $D_1$, $D_2$, and $D_3$ about the alternative $A_i$ ($i = 1, 2, 3, 4$) under the criteria $C_j$ ($j = 1, 2, 3$). Tables 1–3 represent HPFL evaluation matrices provided by DMs $D_1$, $D_2$, and $D_3$.

<table>
<thead>
<tr>
<th align="center">$A_1$</th>
<th align="center">$A_2$</th>
<th align="center">$A_3$</th>
<th align="center">$A_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td align="center">$[(s_0, 0.41</td>
<td align="center">0.3, 0.5</td>
<td align="center">0.7)]$</td>
<td align="center">$[(s_0, 0.5</td>
</tr>
</tbody>
</table>

**Table 1.** Hesitant probabilistic fuzzy linguistic (HPFL) decision matrix $H^1$ provided by $D_1$.

<table>
<thead>
<tr>
<th align="center">$A_1$</th>
<th align="center">$A_2$</th>
<th align="center">$A_3$</th>
<th align="center">$A_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td align="center">$[(s_0, 0.2</td>
<td align="center">0.4, 0.4</td>
<td align="center">0.6)]$</td>
<td align="center">$[(s_0, 0.2</td>
</tr>
</tbody>
</table>

**Table 2.** HPFL decision matrix $H^2$ provided by $D_2$.

<table>
<thead>
<tr>
<th align="center">$A_1$</th>
<th align="center">$A_2$</th>
<th align="center">$A_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td align="center">$[(s_0, 0.3</td>
<td align="center">0.5, 0.4</td>
<td align="center">0.5)]$</td>
</tr>
</tbody>
</table>

**Table 3.** HPFL decision matrix $H^3$ provided by $D_3$.

<table>
<thead>
<tr>
<th align="center">$A_1$</th>
<th align="center">$A_2$</th>
<th align="center">$A_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td align="center">$[(s_0, 0.3</td>
<td align="center">0.5, 0.4</td>
<td align="center">0.5)]$</td>
</tr>
</tbody>
</table>

**Step 2:** Aggregate ($H^1$), ($H^2$) and ($H^3$) into a single HPFL decision matrix $H = (H_{ij})_{4 \times 3}$ ($i = 1, 2, 3, 4$; $j = 1, 2, 3$) using HPFLWA and HPFLWG operators.

Following is the sample computation process of aggregation of HPFLEs $h_{11}^1, h_{11}^2, h_{11}^3$ into a single $H_{11}$ using proposed HPFLWA and HPFLWG operators.

\[
H_{11} = \text{HPFLWA}(h_{11}^1, h_{11}^2, h_{11}^3) = [\{(s_1, 0.4|0.3, 0.5|0.7), (s_1, 0.4|1.0), (s_2, 0.2|0.4, 0.4|0.6)\}] \\
= \left[ \begin{array}{c}
(s_{13}, 0.34|0.12, 0.34|0.12, 0.4|0.18, 0.4|0.18, 0.4|0.38, 0.28|0.44|0.42, 0.38|0.28, 0.44|0.42) \\
(s_{14}, 0.34|0.4|0.18, 0.4|0.18, 0.4|0.38, 0.28, 0.44|0.42) \\
(s_{21}, 0.4|0.3, 0.5|0.7), (s_1, 0.4|1.0), (s_2, 0.2|0.4, 0.4|0.6) \\
\end{array} \right]
\]
\[
\begin{align*}
\left[ (s_{3,3}^i), 0.32 \right| 0.12, 0.32 | 0.12, 0.4 | 0.2, 0.4 | 0.2, 0.34 | 0.2, 0.34 | 0.3, 0.43 | 0.38, 0.34 | 0.3, 0.43 | 0.38] \\
H_{11} &= \left[ (s_{3,3}^i), 0.32 \right| 0.12, 0.4 | 0.2, 0.3 | 0.3, 0.4 | 0.38] \\
\end{align*}
\]

Similarly other HPFLEs of HPFL decision matrices (Tables 1–3) are aggregated into the single HPFL decision matrix using HPFLWA and HPFLWG operators, and shown in Tables 4 and 5.

Table 4. Aggregated hesitant probabilistic fuzzy linguistic element (HPFLE) group decision matrix using hesitant probabilistic fuzzy linguistic weighted averaging (HPFLWA) operator.

<table>
<thead>
<tr>
<th>Cj</th>
<th>A1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>${s_{3,3}, 0.341012, 0.41018, 0.381028, 0.441042}$</td>
<td>${s_{3,3}, 0.321008, 0.381012, 0.371032, 0.421048}$</td>
<td>${s_{2}, 0.611100}$</td>
</tr>
<tr>
<td>A2</td>
<td>${s_{3,3}, 0.271025, 0.341025, 0.301025, 0.371025}$</td>
<td>${s_{3,3}, 0.371008, 0.411012, 0.411020, 0.411026}$</td>
<td>${s_{3,3}, 0.210044, 0.351022, 0.291014, 0.421014, 0.3210096}$</td>
</tr>
<tr>
<td>A3</td>
<td>${s_{3,3}, 0.210125, 0.321013, 0.3410125, 0.3810125}$</td>
<td>${s_{3,3}, 0.271009, 0.31006, 0.441014, 0.441014}$</td>
<td>${s_{3,3}, 0.26104, 0.29106}$</td>
</tr>
<tr>
<td>A4</td>
<td>${s_{3,3}, 0.371018, 0.441018, 0.411012, 0.411012}$</td>
<td>${s_{3,3}, 0.4210110}$</td>
<td>${s_{3,3}, 0.231018, 0.351012, 0.321018, 0.421012, 0.351012}$</td>
</tr>
</tbody>
</table>

Table 5. Aggregated HPFLE group decision matrix using hesitant probabilistic fuzzy linguistic weighted geometric (HPFLWG) operator.

<table>
<thead>
<tr>
<th>Cj</th>
<th>A1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>${s_{3,3}, 0.32012, 0.41012, 0.31013, 0.31013, 0.31013}$</td>
<td>${s_{3,3}, 0.271008, 0.31011, 0.31053, 0.36105}$</td>
<td>${s_{3,3}, 0.541100}$</td>
</tr>
<tr>
<td>A2</td>
<td>${s_{3,3}, 0.261025, 0.310125, 0.301025, 0.341025}$</td>
<td>${s_{3,3}, 0.361008, 0.41012, 0.41014, 0.421012, 0.51022}$</td>
<td>${s_{3,3}, 0.181014, 0.31006}$</td>
</tr>
<tr>
<td>A3</td>
<td>${s_{3,3}, 0.181013, 0.21013, 0.31015, 0.31013, 0.341021, 0.381014, 0.441014}$</td>
<td>${s_{3,3}, 0.261009, 0.31013, 0.31006, 0.31006, 0.31013}$</td>
<td>${s_{3,3}, 0.1704, 0.2106}$</td>
</tr>
<tr>
<td>A4</td>
<td>${s_{3,3}, 0.361018, 0.431024, 0.461012, 0.461012, 0.461012, 0.51008}$</td>
<td>${s_{3,3}, 0.371010}$</td>
<td>${s_{3,3}, 0.231018, 0.311016, 0.271028, 0.421018, 0.421012, 0.51008}$</td>
</tr>
</tbody>
</table>

Step 3: Aggregate assessment of each alternative $A_i$ ($i=1,2,3,4$) against each criteria is calculated using the HPFLWA and HPFLWG aggregation operators with criteria weights $w_1 = 0.4, w_2 = 0.3, w_3 = 0.4$ as follows:

$H_1 = \text{HPFLWA} \left( C_{11}, C_{12}, C_{13} \right)$

$H_1 = \left[ (s_{5,3}, 0.341012, 0.41018, 0.381028, 0.441042) \right.$

\[
\begin{align*}
\left( s_{3,3}, 0.321008, 0.381012, 0.371032, 0.421048 \right) \\
\left( s_{3,3}, 0.371008, 0.411012, 0.411020, 0.411026 \right) \\
\left( s_{3,3}, 0.271009, 0.31006, 0.441014, 0.441014 \right) \\
\left( s_{3,3}, 0.371018, 0.441018, 0.411012, 0.411012 \right) \\
\left( s_{3,3}, 0.4210110 \right) \\
\left. (s_{3,3}, 0.231018, 0.351012, 0.321018, 0.421012, 0.351012) \right]
\end{align*}
\]

$H_1 = \text{HPFLWG} \left( C_{11}, C_{12}, C_{13} \right)$

\[
\begin{align*}
\left[ (s_{5,3}, 0.341012, 0.41018, 0.381028, 0.441042), (s_{3,3}, 0.321008, 0.381012, 0.371032, 0.421048), (s_{3,3}, 0.371008, 0.411012, 0.411020, 0.411026), (s_{3,3}, 0.271009, 0.31006, 0.441014, 0.441014), (s_{3,3}, 0.371018, 0.441018, 0.411012, 0.411012), (s_{3,3}, 0.4210110) \right] \\
\end{align*}
\]

$H_1 = \text{HPFLWG} \left( C_{11}, C_{12}, C_{13} \right)$
\[ H_1 = \begin{bmatrix} 0.32 & 0.12 & 0.4 & 0.2 & 0.3 & 0.3 & 0.4 & 0.38, & 0.41 & 0.27 & 0.08 & 0.3 & 0.1 & 0.3 & 0.3 & 0.36 & 0.5 & 0.36 & 0.54 & 1.0 \\ 0.41 & 0.022 & 0.44 & 0.034 & 0.43 & 0.09 & 0.45 & 0.134 & 0.44 & 0.034 & 0.46 & 0.05 & 0.46 & 0.134 & 0.48 & 0.202 \end{bmatrix} \]

Similarly, other elements of HPFL decision matrices (Tables 4 and 5) are aggregated into the overall HPFL decision matrix using HPFLWA and HPFLWG operators and shown in Tables 6 and 7.

**Table 6.** Collective HPFLE group decision matrix using HPFLWA operator.

<table>
<thead>
<tr>
<th>A₁</th>
<th>A₂</th>
<th>A₃</th>
<th>A₄</th>
<th>A₅</th>
</tr>
</thead>
<tbody>
<tr>
<td>{(s_3, 3), 0.32, 0.12, 0.4, 0.2, 0.3, 0.4, 0.38, (s_4, 1), 0.27, 0.08, 0.3, 0.1, 0.3, 0.3, 0.36, (s_5, 6), 0.54, 1.0 }</td>
<td>{(s_9, 9), 0.41, 0.04, 0.21, 0.04, (s_1, 0.41), 0.038, 0.43, (s_2, 0.058, 0.42, 0.01, 0.45, 0.022, 0.44, (s_3, 0.058, 0.46, 0.086, 0.41, 0.022, 0.44, 0.034, 0.43, 0.09, 0.45, 0.134, 0.44, 0.034, 0.46, 0.05, 0.46, 0.134, 0.48, 0.202 }</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 7.** Collective HPFLE group decision matrix using HPFLWG operator.

<table>
<thead>
<tr>
<th>A₁</th>
<th>A₂</th>
<th>A₃</th>
<th>A₄</th>
<th>A₅</th>
</tr>
</thead>
<tbody>
<tr>
<td>{(s_3, 3), 0.32, 0.12, 0.4, 0.2, 0.3, 0.3, 0.4, 0.38, (s_4, 1), 0.27, 0.08, 0.3, 0.1, 0.3, 0.3, 0.36, (s_5, 6), 0.54, 1.0 }</td>
<td>{(s_9, 9), 0.41, 0.04, 0.21, 0.04, (s_1, 0.41), 0.038, 0.43, (s_2, 0.058, 0.42, 0.01, 0.45, 0.022, 0.44, (s_3, 0.058, 0.46, 0.086, 0.41, 0.022, 0.44, 0.034, 0.43, 0.09, 0.45, 0.134, 0.44, 0.034, 0.46, 0.05, 0.46, 0.134, 0.48, 0.202 }</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Step 4: The score values \( S(h^i_{PL}(p_x)) \) of the alternatives \( A_i (i = 1, 2, 3, 4) \) are calculated and shown as follows (Table 8):

<table>
<thead>
<tr>
<th>Score</th>
<th>HPFLWA</th>
<th>HPFLWG</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S(h^1_{PL}(p_x)) )</td>
<td>0.05652</td>
<td>0.05409</td>
</tr>
<tr>
<td>( S(h^2_{PL}(p_x)) )</td>
<td>0.00559</td>
<td>0.00545</td>
</tr>
<tr>
<td>( S(h^3_{PL}(p_x)) )</td>
<td>0.00745</td>
<td>0.00723</td>
</tr>
<tr>
<td>( S(h^4_{PL}(p_x)) )</td>
<td>0.01901</td>
<td>0.01874</td>
</tr>
</tbody>
</table>

Step 5. Finally, alternatives \( A_i (i = 1, 2, 3, 4) \) are ranked in accordance with score values \( S(h^i_{PL}(p_x)) \) and shown in Table 9.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ranking</th>
<th>Best/Worst</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using HPFLWA operator</td>
<td>( A_1 &gt; A_4 &gt; A_3 &gt; A_2 )</td>
<td>( A_1/A_2 )</td>
</tr>
<tr>
<td>Using HPFLWG operator</td>
<td>( A_1 &gt; A_4 &gt; A_3 &gt; A_2 )</td>
<td>( A_1/A_2 )</td>
</tr>
</tbody>
</table>

Table 9 confirms that using both proposed HPFLWA and HPFLWG operators best and worst alternatives are \( A_1 \) and \( A_2 \) respectively.

6.1. A Real Case Study

A real case study is undertaken to rank seven organizations; State Bank of India (\( A_1 \)), InfoTech Enterprises (\( A_2 \)), ITC (\( A_3 \)), H.D.F.C. Bank (\( A_4 \)), Tata Steel (\( A_5 \)), Tata Motors (\( A_6 \)) and Bajaj Finance (\( A_7 \)) on the basis of their performance against following four criteria.

1. Earnings per share (EPS) of company (\( C_1 \))
2. Face value (\( C_2 \))
3. Book value (\( C_3 \))
4. P/C ratio (Put-Call Ratio) of company (\( C_4 \))

In this real case study, \( C_1, C_2, \) and \( C_3 \) are benefit criteria while \( C_4 \) is cost criterion. Real data for each alternative against each criterion are retrieved from http://www.moneycontrol.com from date 20.7.2017 to 27.7.2017. Table 10 shows their average values.

<table>
<thead>
<tr>
<th>C_1</th>
<th>C_2</th>
<th>C_3</th>
<th>C_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>13.15</td>
<td>1.00</td>
<td>196.53</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>61.18</td>
<td>5.00</td>
<td>296.12</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>8.54</td>
<td>1.00</td>
<td>37.31</td>
</tr>
<tr>
<td>( A_4 )</td>
<td>59.07</td>
<td>2.00</td>
<td>347.59</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>22.25</td>
<td>2.00</td>
<td>237.82</td>
</tr>
<tr>
<td>( A_6 )</td>
<td>35.47</td>
<td>1.12</td>
<td>511.31</td>
</tr>
<tr>
<td>( A_7 )</td>
<td>36.64</td>
<td>2.00</td>
<td>174.60</td>
</tr>
</tbody>
</table>
To construct hesitant fuzzy decision matrix (Table 11), we use the method proposed by Bisht and Kumar [69] and fuzzify Table 10 using triangular and Gaussian membership functions.

Table 11. Hesitant fuzzy decision matrix

<table>
<thead>
<tr>
<th></th>
<th>C₁</th>
<th>C₂</th>
<th>C₃</th>
<th>C₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>A₁</td>
<td>0.3784, 0.3029</td>
<td>0.6065, 0.50</td>
<td>0.7545, 0.6247</td>
<td>0.997, 0.9614</td>
</tr>
<tr>
<td>A₂</td>
<td>0.9676, 0.8718</td>
<td>0.6065, 0.50</td>
<td>0.8964, 0.7662</td>
<td>0.696, 0.5743</td>
</tr>
<tr>
<td>A₃</td>
<td>0.1534, 0.0318</td>
<td>0.6065, 0.50</td>
<td>0.1368, 0.0027</td>
<td>0.778, 0.6457</td>
</tr>
<tr>
<td>A₄</td>
<td>0.9997, 0.9959</td>
<td>0.6065, 0.50</td>
<td>0.8122, 0.6775</td>
<td>0.7748, 0.6429</td>
</tr>
<tr>
<td>A₅</td>
<td>0.949, 0.8382</td>
<td>0.6065, 0.50</td>
<td>0.8655, 0.7312</td>
<td>0.2278, 0.14</td>
</tr>
<tr>
<td>A₆</td>
<td>0.7445, 0.6159</td>
<td>0.7491, 0.62</td>
<td>0.9843, 0.9111</td>
<td>0.512, 0.4214</td>
</tr>
<tr>
<td>A₇</td>
<td>0.8197, 0.6847</td>
<td>0.6065, 0.50</td>
<td>0.933, 0.8138</td>
<td>0.3055, 0.23</td>
</tr>
</tbody>
</table>

Probabilities are associated with elements of hesitant fuzzy decision matrix (Table 11) to convert it into probabilistic hesitant fuzzy decision matrix \( I = [I_{P_{ij}} = (\mu_{ij} | P_{ij})]_{nm} \). Probabilities which are associated with first row of hesitant fuzzy decision matrix (Table 11) are as follows:

\[
\mu(p_{i1}) = \frac{0.3784}{0.3784 + 0.3029} = 0.5554, \quad \mu(p_{i2}) = \frac{0.3029}{0.3784 + 0.3029} = 0.4446
\]

\[
\mu(p_{i3}) = \frac{0.6065}{0.6065 + 0.5} = 0.5481, \quad \mu(p_{i4}) = \frac{0.5}{0.6065 + 0.5} = 0.4519
\]

\[
\mu(p_{i4}) = \frac{0.997}{0.997 + 0.9614} = 0.9285, \quad \mu(p_{i4}) = \frac{0.997}{0.9614} = 0.0715
\]

Similarly all elements of hesitant fuzzy decision matrix are associated with probabilities and probabilistic hesitant fuzzy decision matrix (Table 12) is obtained.

Table 12. Probabilistic Hesitant fuzzy decision matrix.

<table>
<thead>
<tr>
<th></th>
<th>C₁</th>
<th>C₂</th>
<th>C₃</th>
<th>C₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>A₁</td>
<td>(0.3784, 0.5554), (0.3029, 0.4446)</td>
<td>(0.6065, 0.5481), (0.510, 0.4519)</td>
<td>(0.7545, 0.5471), (0.6247, 0.4529)</td>
<td>(0.997, 0.0715), (0.9614, 0.9285)</td>
</tr>
<tr>
<td>A₂</td>
<td>(0.9676, 0.5261), (0.8718, 0.4739)</td>
<td>(0.6065, 0.5481), (0.510, 0.4519)</td>
<td>(0.8964, 0.5392), (0.7662, 0.4608)</td>
<td>(0.6961, 0.4166), (0.5743, 0.3834)</td>
</tr>
<tr>
<td>A₃</td>
<td>(0.1534, 0.8283), (0.0318, 0.1717)</td>
<td>(0.6065, 0.5481), (0.510, 0.4519)</td>
<td>(0.1368, 0.9806), (0.0027, 0.1094)</td>
<td>(0.7781, 0.3852), (0.6457, 0.6148)</td>
</tr>
<tr>
<td>A₄</td>
<td>(0.9997, 0.501), (0.9959, 0.499)</td>
<td>(0.6065, 0.5481), (0.510, 0.4519)</td>
<td>(0.8122, 0.5452), (0.6775, 0.4548)</td>
<td>(0.7748, 0.3867), (0.6429, 0.6133)</td>
</tr>
<tr>
<td>A₅</td>
<td>(0.949, 0.531), (0.8382, 0.469)</td>
<td>(0.6065, 0.5481), (0.510, 0.4519)</td>
<td>(0.8655, 0.542), (0.7312, 0.458)</td>
<td>(0.2278, 0.4731), (0.1410, 0.5269)</td>
</tr>
<tr>
<td>A₆</td>
<td>(0.7445, 0.5473), (0.6159, 0.4527)</td>
<td>(0.6065, 0.5481), (0.510, 0.4519)</td>
<td>(0.9843, 0.5193), (0.9111, 0.4807)</td>
<td>(0.5120, 0.4575), (0.4214, 0.5425)</td>
</tr>
<tr>
<td>A₇</td>
<td>(0.8197, 0.5449), (0.6847, 0.4551)</td>
<td>(0.6065, 0.5481), (0.510, 0.4519)</td>
<td>(0.933, 0.5341), (0.8138, 0.4659)</td>
<td>(0.3055, 0.4742), (0.2310, 0.5258)</td>
</tr>
</tbody>
</table>

Following table (Table 13) shows hesitant probabilistic fuzzy linguistic decision matrix.

Table 13. Hesitant probabilistic fuzzy linguistic decision matrix.

<table>
<thead>
<tr>
<th></th>
<th>C₁</th>
<th>C₂</th>
<th>C₃</th>
<th>C₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>A₁</td>
<td>s₁, (0.3784, 0.5554), (0.3029, 0.4446)</td>
<td>s₂, (0.6065, 0.5481), (0.510, 0.4519)</td>
<td>s₃, (0.7545, 0.5471), (0.6247, 0.4529)</td>
<td>s₄, (0.997, 0.0715), (0.9614, 0.9285)</td>
</tr>
<tr>
<td>A₂</td>
<td>s₁, (0.9676, 0.5261), (0.8718, 0.4739)</td>
<td>s₂, (0.6065, 0.5481), (0.510, 0.4519)</td>
<td>s₃, (0.8964, 0.5392), (0.7662, 0.4608)</td>
<td>s₄, (0.9614, 0.4166), (0.5743, 0.5834)</td>
</tr>
</tbody>
</table>
Step 2: Assessment of each alternative \( A_i \) \((i = 1, 2, 3, 4, 5, 6, 7)\) against each criteria \( C_j \) \((i = 1, 2, 3, 4)\) is aggregated using HPFLWA aggregation operator (Equation (9)) as follows:

\[
H_i = \text{HPFLWA} (C_{11}, C_{12}, C_{13}, C_{14} )
\]

\[
H_i = \begin{bmatrix}
\{s_1, (0.3784, 0.5554), (0.3029, 0.4446)\}, & \{s_1, (0.6065, 0.5481), (0.5, 0.4519)\}, \\
\{s_2, (0.7545, 0.5471)\}, & \{0.6247, 0.4529\}, \\
\{s_3, (0.997, 0.0715), (0.9614, 0.9285)\} & \\
\end{bmatrix}
\]

In the aggregation of assessment of the alternatives, all criteria are considered of equal weight of 0.25. Similarly other elements of HPFL decision matrix (Table 13) are aggregated and following collective HPFL decision matrix (Table 14) is obtained.

**Table 14. Collective hesitant probabilistic fuzzy linguistic decision matrix**

<table>
<thead>
<tr>
<th>Criteria</th>
<th>( A_1 )</th>
<th>( A_2 )</th>
<th>( A_3 )</th>
<th>( A_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_{0.75} )</td>
<td>(0.88410.012), (0.87110.01), (0.87710.1055), (0.88110.0095), (0.867810.0079), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554), (0.302910.4446), (0.378410.5554)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Step 3:** The score values \( S(h_i^PL(p_{a})) \) \((i = 1, 2, 3, 4, 5, 6, 7)\) of the alternatives \( A_i \) \((i = 1, 2, 3, 4, 5, 6, 7)\) are calculated using Equation (7) and are shown as follows:

\[
S(h_1^PL(p_{a})) = S_{0.0902}, \quad S(h_2^PL(p_{a})) = S_{0.0902}, \quad S(h_3^PL(p_{a})) = S_{0.019}
\]
\[ S(h^4_{PL}(p_x)) = S_{0.101}, \quad S(h^5_{PL}(p_x)) = S_{0.076}, \quad S(h^6_{PL}(p_x)) = S_{0.094} \]

\[ S(h^7_{PL}(p_x)) = S_{0.063} \]

**Step 4:** Finally, alternatives \( A_i (i = 1, 2, 3, 4, 5, 6, 7) \) are ranked as \( A_4 > A_6 > A_2 > A_1 > A_5 > A_7 > A_3 \) in accordance with score values \( S(h^i_{PL}(p_x)) \).

### 6.2. Comparative Analysis

In this section, we compare proposed HPFL-based MCGDM methods with existing HFL-based methods. We apply the proposed method on two different problems which are adapted from Zhou et al. (2016) and Lin et al. (2014) and compare the ranking results. In order to apply the proposed HPFL-based MCGDM on the examples taken by both Lin et al. (2014) and Zhou et al. (2016), we have considered probability of each element of HFL decision matrices as unity.

#### 6.2.1. Comparison 1

In comparison 1, methodology of proposed HPFL-based MCGDM method is applied on the following HFL decision matrix (Table 15) of the problem taken by Lin et al. [50].

**Table 15.** Hesitant fuzzy linguistic decision matrix ([50]).

<table>
<thead>
<tr>
<th>Alternative</th>
<th>( G_1 )</th>
<th>( G_2 )</th>
<th>( G_3 )</th>
<th>( G_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>(&lt;s_5, (0.3, 0.5)&gt;)</td>
<td>(&lt;s_5, (0.6, 0.7, 0.8)&gt;)</td>
<td>(&lt;s_5, (0.7, 0.8)&gt;)</td>
<td>(&lt;s_5, (0.8, 0.9)&gt;)</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>(&lt;s_5, (0.3, 0.4, 0.5)&gt;)</td>
<td>(&lt;s_5, (0.6, 0.9)&gt;)</td>
<td>(&lt;s_5, (0.6, 0.7)&gt;)</td>
<td>(&lt;s_5, (0.4, 0.5)&gt;)</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>(&lt;s_5, (0.4, 0.6)&gt;)</td>
<td>(&lt;s_5, (0.7, 0.8)&gt;)</td>
<td>(&lt;s_5, (0.3, 0.5, 0.7)&gt;)</td>
<td>(&lt;s_5, (0.6, 0.7)&gt;)</td>
</tr>
<tr>
<td>( A_4 )</td>
<td>(&lt;s_5, (0.7, 0.9)&gt;)</td>
<td>(&lt;s_5, (0.3, 0.4)&gt;)</td>
<td>(&lt;s_5, (0.5, 0.7)&gt;)</td>
<td>(&lt;s_5, (0.3, 0.5)&gt;)</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>(&lt;s_5, (0.2, 0.3)&gt;)</td>
<td>(&lt;s_5, (0.6, 0.7)&gt;)</td>
<td>(&lt;s_5, (0.5, 0.6)&gt;)</td>
<td>(&lt;s_5, (0.7, 0.8, 0.9)&gt;)</td>
</tr>
</tbody>
</table>

Following table (Table 16) shows the ranking results of the alternatives which are obtained using proposed HPFL and existing HFL-based MCDM method of Lin et al. [50].

**Table 16.** Comparison of ranking of alternatives.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ranking</th>
<th>Best Alternative/Worst Alternative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>( A_4 &gt; A_1 &gt; A_3 &gt; A_2 &gt; A_5 )</td>
<td>( A_4/A_5 )</td>
</tr>
<tr>
<td>Lin et al. [50]</td>
<td>( A_4 &gt; A_3 &gt; A_1 &gt; A_2 &gt; A_5 )</td>
<td>( A_4/A_5 )</td>
</tr>
</tbody>
</table>

On applying the proposed MCGDM method on ranking problem which is adapted from Lin et al. (2014), \( A_4 \) and \( A_5 \) are ranked again as the best and the worst alternatives respectively.

#### 6.2.2. Comparison 2

In comparison 2, the methodology of proposed HPFL-based MCGDM method is applied on the following HFL decision matrix (Table 17) of the problem taken by Zhou et al. [67].

**Table 17.** The special linguistic hesitant fuzzy decision matrix ([67]).

<table>
<thead>
<tr>
<th>Alternative</th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( C_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_1 )</td>
<td>(&lt;s_5, (0.3, 0.4)&gt;)</td>
<td>(&lt;s_5, (0.2, 0.4)&gt;)</td>
<td>(&lt;s_5, (0.5, 0.7)&gt;)</td>
<td>(&lt;s_5, (0.4)&gt;)</td>
</tr>
<tr>
<td>( X_2 )</td>
<td>(&lt;s_5, (0.5, 0.6)&gt;)</td>
<td>(&lt;s_5, (0.3, 0.5)&gt;)</td>
<td>(&lt;s_5, (0.7)&gt;)</td>
<td>(&lt;s_5, (0.4, 0.6)&gt;)</td>
</tr>
<tr>
<td>( X_3 )</td>
<td>(&lt;s_5, (0.4, 0.6)&gt;)</td>
<td>(&lt;s_5, (0.4)&gt;)</td>
<td>(&lt;s_5, (0.7, 0.8)&gt;)</td>
<td>(&lt;s_5, (0.6)&gt;)</td>
</tr>
<tr>
<td>( X_4 )</td>
<td>(&lt;s_5, (0.3, 0.4, 0.5)&gt;)</td>
<td>(&lt;s_5, (0.6)&gt;)</td>
<td>(&lt;s_5, (0.4, 0.7)&gt;)</td>
<td>(&lt;s_5, (0.8)&gt;)</td>
</tr>
<tr>
<td>( X_5 )</td>
<td>(&lt;s_5, (0.5, 0.7)&gt;)</td>
<td>(&lt;s_5, (0.5, 0.6)&gt;)</td>
<td>(&lt;s_5, (0.6, 0.8)&gt;)</td>
<td>(&lt;s_5, (0.7)&gt;)</td>
</tr>
</tbody>
</table>

Following table (Table 18) shows the ranking results of the alternatives which are obtained using proposed HPFL and existing HFL-based MCDM method of Zhou et al. [67].
Table 18. Comparison of ranking of alternatives.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ranking</th>
<th>Best Alternative/Worst Alternative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>$X_5 &gt; X_3 &gt; X_1 &gt; X_2 &gt; X_4$</td>
<td>$X_5/X_4$</td>
</tr>
<tr>
<td>Zhou et al. [67]</td>
<td>$X_5 &gt; X_3 &gt; X_1 &gt; X_2 &gt; X_4$</td>
<td>$X_5/X_4$</td>
</tr>
</tbody>
</table>

On applying the proposed MCGDM method on ranking problem adapted from Zhou et al. [67], $X_5$ and $X_4$ are ranked again as the best and the worst alternatives respectively.

As there is no change found in the ranking results of the alternatives in both the comparisons, it confirms that the proposed HPFL-based MCGDM method is also suitable with HFL information.

7. Conclusions

Uncertainties due to randomness and fuzziness both occur in the system simultaneously. In certain decision making problem, DMs prefer to analyze the alternatives against decision criteria qualitatively using linguistic terms. In this paper, we have proposed hesitant probabilistic fuzzy linguistic set (HPFLS) to integrate hesitant fuzzy linguistic information with probability theory. Prominent characteristic of HPFLS is to associate occurring probabilities to HFLEs which makes it more effective than HFLS. We have investigated the expected mean, variance, score and accuracy function, and basic operations for HPFLEs. We have also defined HPFLWA, HPFLWG, HPFLOWA and HPFLOWG aggregation operators to aggregate hesitant probabilistic fuzzy linguistic information. A novel MCGDM method using HPFLWA, HPFLWG, HPFLOWA and HPFLOWG is also proposed in the present study. Advantage of proposed HPFLS-based MCGDM method is that it associates probabilities to HFLE which makes it competent enough to handle both stochastic and non-stochastic uncertainties with hesitant information using both qualitative and quantitative terms. Another advantage of proposed MCGDM method is that it allows DMs to use their intuitive ability to judge alternatives against criteria using probabilities. This is also important to note that the proposed method can also be used with HFL information if DMs associate equal probabilities to HFLE. Methodology of proposed HPFL-based MCGDM method is illustrated by an example. A real case study to rank the organizations is also undertaken in the present work.

Even though, proposed HPFL-based MCGDM method includes both stochastic and non-stochastic uncertainties along with hesitation, but to determine probabilities of membership grades in linguistic fuzzy set is very difficult in real life problem of decision making. Proposed HPFL-based MCGDM method will be effective when either DMs are expert of their field or they have pre-defined probability distribution function so that the appropriate probabilities could be assigned. Applications of proposed HPFLS with Pythagorean membership grades can also be seen as the scope of future research in decision making problems as an enhancement of the methods proposed by Garg [49].
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