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Abstract

Because of the alarming discussion about robotisation and the potential loss of jobs, the effect of technological change on employment is back at the center of social debate. This study reviews the empirical evidence of 44 micro-level studies on the quantitative impact of innovation on employment, offering a systematic review of the methodologies used, (control) variables and data sets. It tries to explain their contradictory results and shortcomings and summarize their conclusions, offering a new taxonomy of the studies. Although we analyze all types of studies, the main part of our review is focused on two basic models. The first one is the static input-oriented model of Van Reenen (1997) and Bogliacino et al. (2008 and 2014), which shows a positive effect of R&D expenditures on employment. The second one is the dynamic output-oriented model of Harrison et al. (2008), which shows a positive effect of product innovation on employment and contradictory effects for process innovation. Most studies confirm the expected negative effect of process innovation. However, others (especially those which analyze low-income countries and low-tech sectors) reflect non-significant relationships. Further on, some conclusions, final critical remarks about detected limitations and contradictions and possible future lines of research will be presented.
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1. Introduction

The discussion about the effects of innovation on social welfare in terms of unemployment has historically been marked by sharp contradictions. Workers that lost their jobs believed that innovation destroys employment and organized themselves in movements like the case of the “machine breakers” or Luddites. However, such movements only achieved a slowdown of the diffusion of innovation and failed to stop technological progress in the long term (Hobsdawn, 1952). Process innovation was the most remarkable activity during the first industrial revolution with, as will be argued, an enormous impact on employment. Since that time, the impact of technological change on the labor market has always been an aspect which creates social controversy.

The historical empirical data shows drastic employment effects based on major innovations in the past. Industrialization in particular and the subsequent technological revolutions permitted an enormous increase of efficiency and/or productivity. For example, Jenkins’s study (1994) indicates that the amount of cotton that is nowadays processed in only 40 working hours (using the most modern machines) required around 50,000 hours before the first industrial revolution. This example reflects the immense labor saving generated by the mechanization and automatization of production (process innovation) and is an interesting reference point for discussing the potential drastic employment effects of technical, advanced robots –in combination with artificial intelligence–. This trend implies a substantial intensification of the automation process\(^1\) and it suggests a drastically effect on labor productivity, generating a negative effect on overall employment demand. McKinsey (2017) analyzed the effects of automatization –based on robots– on the global labor market across 54 countries and foresee a potential loss of around 40-50\(^2\). These estimations sound alarming and again put the relationship between employment and innovation back at the center of political and public discussion.

Historically, the labor movement has underlined the negative effects of innovation on employment in terms of quality and quantity, especially during the periods of economic crisis while entrepreneurs underpin the benefits of technological change regarding efficiency, productivity and competitiveness. In fact, politicians and businessman are in general very confident about the positive role of compensation mechanisms\(^3\), and suppose that the labor market will absorb –in the medium and long term– unemployed workers in new activities or because of the increase of the demand for “old” goods of some sectors due to the overall economic growth. They consider innovation as the main cause of economic growth and social well-being, and the loss of jobs or diminishing working hours are compensated by higher overall living standards. In fact, because of a higher overall production level, everybody could theoretically live better than before, but in the real world this does not happen.

The theoretical debate about the impact of innovation on employment at a macroeconomic level distinguishes several approaches. The first one is based on the neoclassical equilibrium model that highlights the compensation mechanisms, based on the free market

---

2 The difference depends on the country or sector analyzed.
3 This study reviews the empirical studies. For a broader review of the theoretical approach, see Vivarelli (2007) and (2014), Calvino et al. (2016), and Pianta (2003).
assumptions. These mechanisms guarantee the recovery of employment loss because of innovation in the long term. In fact, this theory argues that the negative effects of innovation on employment will be compensated automatically.

In the case of disequilibrium perspectives, there are alternative approaches like the Keynesian and Schumpeterian (Evolutionist) theories that recognize the problems in the labor market generated by lack of effective demand and technological progress, respectively. The disequilibrium-based models recognize, in a certain way, the concepts behind the compensation mechanisms. However, they do not believe in the automatic accomplishment and the consequence of these mechanisms in terms of full employment. On the contrary, the labor market is far from a flexible “free market situation” and several aspects impede a fast and flexible reaction. They include minimum wages, powerful labor unions, legal state regulations, and slow adjustments to changes in demanded qualification of the available human capital. For Keynesians, unemployment is a temporal problem related to the business cycle and is caused by downturns in the economy and its business cycle. In Schumpeter’s approach, so-called unemployment is not only an effect of the lower labor demand caused by process innovations and the depletion of old technologies. Schumpeter also identifies so-called “technical” unemployment caused by the discrepancy between the formation of workers expelled from traditional sectors and the requirements of human capital in emerging innovative sectors.

According to Dorn (2016), an intuitive yet profoundly mistaken view of the labor market is that there is a fixed amount of work, which can be done by either humans or machines. According to this view—known to economists as the “lump of labor fallacy” (Walker, 2007, Schloss, 1891)—an increasing use of machines in the production process necessarily reduces the total work—or overall labor demand—available to humans. However, a number of economists and policymakers emphasize that the labor market is dynamic and elastic, and they focus on ways to create employment.

The main goal of this article is to review 44 studies that analyzed the impact of innovation on employment in terms of quantity for different countries. We offer a systematic methodology in order to synthetized different aspects, such as: econometrical methodologies, dependent variables, input or output indicators of innovation, control variables, samples and subsamples, and other important aspects. This revision should help the authors interpret their results and especially help them to clarify or explain the possible contradictions in their results.

Following the introduction of the relationship between innovation and employment, the next section presents a short review of the main problems that exist when attempting to review the theories that explain the impact innovation on employment: the endogeneity problem. The next two sections—which are the central part of the article—synthesize the empirical evidence offering a critical analysis of the econometric models used, the

---

4 Although it is true that during the last crises, the labor market became more flexible, employers still have no freedom to dismiss their workers, lower salaries or apply negative changes to other working conditions.

5 Vivarelli (2007) and (2014); Pianta (2003); Bogliacino et al. (2014); Harrison et al. (2008) and (2014); Dorn (2016); etc.)
appropriateness of the variables used, a synthesis of the results obtained, and the contradictions found in the studies. Finally, the last section offers conclusions and some final critical remarks about the limitations of the existing empirical evidence and future lines of research.

2.- Measuring the effect of innovation on employment: The endogeneity problem

The main methodological obstacle when measuring the effect of innovation on employment is the endogeneity problem. Its existence causes biased in the results of the classic econometric models. The coefficients might be under- or over-estimated\(^6\). Intuitively, it can be stated that endogeneity exists if “something” related to the dependent variable \((Y)\) and also related to the independent variable \((X)\) is not included in the model. That “something” can be related to important determinants of \(Y\), which are not included in the model (omitted or non-observable variables). It can be caused by simultaneous relationships between independent variables \((X)\) and dependent variables \((Y)\) or by a variable that affects both the dependent \((Y)\) and the independent \((X)\) variables. That “something” can also be related to a sample problem.

From an econometric point of view, it can be stated that endogeneity exists if a correlation is detected between one of the explanatory variables and the error term. Three possible explanations for the endogeneity problem are: an unobserved or omitted variable, errors in variables and simultaneity\(^7\) (Wooldridge, 2015). In the case of the studies that analyze the effect of innovation on employment the endogeneity is basically caused by measure errors and the omission of (unobservable) variables. An example of an endogeneity problem based on pure missing variables is offered by Harrison et al. (2008 and 2014). They argue that the variable of “percentage of sales due to new products” shows a correlation –with the error term in their model– because it does not include information on external shocks and it does not fully account for possible different prices of new and old products. Both aspects impact the employment of each type of the firms in different ways.

A solution to the endogeneity problem can be the inclusion of instrumental variables (IV). Such variables would correct the model in relation to the possible bias generated by the endogenous explanatory variable. The IV should accomplish two assumptions. First, it should be causally related to the explanatory variable which is suspected to \((X; sales growth due to new products)\) cause endogeneity –inclusion assumption–. Second, the IV should not have an independent causal relationship with the dependent variable of the main equation \((Y; employment)\). In other words, the instrumental variable should be related to “\(X\)” and not to “\(Y\)” –exclusion assumption–. In this way, this variable would “randomize” the sample for the “\(X\)” and therefore IV resolve the endogeneity problem between \(X\) and \(Y\). This means that all the influence of IV on employment \((Y)\) is the result of an indirect effect caused through its impact on innovation \((X)\). If this is the case, the model will estimate the

---

\(^6\) In the case of Harrison et al. (2008 and 2014) the coefficient of \(g2\) is underestimated with OLS.

\(^7\) “Simultaneity” is a relation between two variables that happening at the same time. Especially within a systemic dynamic framework with a large number of interdependent aspects –like the dynamics in an economic structure- we find frequently such of mutual interdependent relationships.
real causal effect of the explanatory variable (innovation) on the dependent variable (employment). The methodological box offers the formal representation of the endogeneity problem.

Two main estimators are applied to include IVs in the literature. One option is the application of an econometric adjustment, called the General Moment Method models (GMM), and a second type of model is the two-stage least squares (2SLS) estimator. Moreover, if researchers have panel data, they can use two types of instrumental methodologies. They use the lags of independent variables such as IVs\(^8\), or they can opt for the use of specific observations of certain variables included in the data set. As will be discussed in section 3.3, the main problem of the last option is to find an accurate instrumental variable (IV) that is available in the data set, meets the statistical requirements, passes the econometric test of endogeneity and fulfills the conceptual requirements from a theoretical point of view. The different methodologies used in the empirical literature are synthesized in Table 2 and will be discussed in section 3.3.

3.- Particularities of the used data and the econometric models

As it can be observed in Table 1, we have reviewed 44 studies that analyzed the impact of innovation on employment. The following subsections offer the characteristics of the data sets used (3.1) followed by a taxonomy of the detected studies based on the specific methodological settings (3.2). In Section 3.3, we review the specific instrumental variables used to overcome the endogeneity problem analyzing their appropriateness, advantages and disadvantages.

3.1.- The characteristics of the data sets and dependent variables

Table 1 reflects some of the basic characteristics of the samples used in the studies. Looking to the type of country\(^9\) it can be stated that only a few studies examined the effect of innovation on employment for developing countries (only 8 of the 44 studies) and many studies have focused in developed countries (only 36 of the 44 studies). The type of country is important for the interpretation of the results because the relationship between innovation and employment could be very different between both types of countries.

The second particularity of the sample that could affect the correct interpretation of the models is the exact type of firms included in the data set, especially in relation with the differences between sectors. In fact, only few studies offer models by subsamples and most of them simply distinguished between industry and the service sector\(^10\). In our opinion, this distinction is important because both sectors have very different characteristics. In the service sector, it is –or was– very difficult to “automatize” certain labor intensive activities, moreover in this sector it is often difficult to differentiate between product and process innovation. Therefore, mixing up the two types of firms in one sample could offer biased results. Other studies included sector-based subsamples following the aggregated OECD sectors classification by R&D intensity. However, taking into account the main objective of

---

\(^8\) They use the lags of both innovation and control variables as IVs.

\(^9\) These countries are from Europe and Latin America.

\(^10\) Seven models were based on such subsamples in the case of Type 1 studies, four in Type 2 studies, and three in Type 3.
our study, the effect of innovation on employment, the aggregation of the sectors should also be based on the type of product or activity, like the taxonomy of Pavitt (1984),\textsuperscript{11} and updated by Bogliacino and Pianta (2015). This taxonomy considers the sector differences of the importance of process and product innovations and the importance of R&D efforts implicitly and simultaneously. This would be important because the role of technology purchasing sectors is quite different from that of the producers of equipment and machinery.

Table 1. Some selected characteristics of the studies and the samples used

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Whole sample</th>
<th>Type 1</th>
<th>Type 2a</th>
<th>Type 2b</th>
<th>Type 3a</th>
<th>Type 3c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of studies</td>
<td>44</td>
<td>11</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Total number of samples</td>
<td>119</td>
<td>32</td>
<td>35</td>
<td>22</td>
<td>17</td>
<td>13</td>
</tr>
<tr>
<td>Growth Rate Employment</td>
<td>87 (100)</td>
<td>11 (13)</td>
<td>35 (40)</td>
<td>22 (25)</td>
<td>10 (11)</td>
<td>9 (10)</td>
</tr>
<tr>
<td>Total Employment</td>
<td>32 (100)</td>
<td>21 (66)</td>
<td>7 (22)</td>
<td>4 (13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Countries</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Developed countries</td>
<td>99 (100)</td>
<td>31 (31)</td>
<td>21 (21)</td>
<td>13 (13)</td>
<td>13 (13)</td>
<td></td>
</tr>
<tr>
<td>Developing countries</td>
<td>20 (100)</td>
<td>1 (5)</td>
<td>14 (70)</td>
<td>1 (5)</td>
<td>4 (20)</td>
<td></td>
</tr>
<tr>
<td>Type of data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel</td>
<td>68 (100)</td>
<td>32 (47)</td>
<td>11 (16)</td>
<td>10 (15)</td>
<td>8 (12)</td>
<td>7 (10)</td>
</tr>
<tr>
<td>Cross Section</td>
<td>50 (100)</td>
<td>24 (48)</td>
<td>12 (24)</td>
<td>9 (18)</td>
<td>5 (10)</td>
<td></td>
</tr>
<tr>
<td>Samples</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>43 (100)</td>
<td>10 (23)</td>
<td>9 (21)</td>
<td>7 (23)</td>
<td>7 (16)</td>
<td></td>
</tr>
<tr>
<td>Manufacturing Sector</td>
<td>27 (100)</td>
<td>5 (19)</td>
<td>11 (41)</td>
<td>4 (15)</td>
<td>3 (11)</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Services Sector</td>
<td>19 (100)</td>
<td>2 (11)</td>
<td>9 (47)</td>
<td>6 (32)</td>
<td>2 (11)</td>
<td></td>
</tr>
<tr>
<td>High-Tech Sector</td>
<td>14 (100)</td>
<td>7 (50)</td>
<td>3 (21)</td>
<td>1 (7)</td>
<td>2 (14)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Medium-Tech Sector</td>
<td>2 (100)</td>
<td>1 (50)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low-Tech Sector</td>
<td>14 (100)</td>
<td>7 (50)</td>
<td>3 (21)</td>
<td>1 (7)</td>
<td>2 (14)</td>
<td>1 (7)</td>
</tr>
</tbody>
</table>

Notes: the table reflects the different dependent variables used to measure employment (absolute employment or the growth of employment) Moreover, it captures some characteristics of the samples (developed or developing countries and subsamples) and it shows the type of data used (cross section or panel data).

3.2.- Methodological differences between the main models

The majority of reviewed studies include models based on instrumental variables in order to solve the endogeneity problem. The studies can be classified into three main groups whose distinction is based on their theoretical or methodological approaches and the way they operationalize innovative activities. For the first type of model, proposed by Van Reenen (1997) and adapted by Bogliacino et al. (2008, 2014), 11 studies were detected. It

\textsuperscript{11}Pavitt distinguish among: (1) Supplier-dominated (firms from mostly traditional manufacturing sectors that almost only buy technologies. (2) Scale-intensive (mainly large firms producing basic materials and consumer durables). (3) Specialized suppliers: firms producing technology for other firms like machinery and instruments (4) Science-based: high-tech firms which rely on R&D and develop new products or processes.
can be considered a static input-oriented model that defines innovation in terms of its input (R&D expenditures). It uses a comparative static specification without lagged variables and using the number of employees as a dependent variable in the empirical model. Moreover it applies a pure econometric solution to solve the endogeneity problem by the introduction of lagged\textsuperscript{12} observations as instrumental variables. It therefore requires data for several time moments (applying GMM estimators).

The second type of study (17) follows the dynamic output-oriented view of Harrison et al. (2008), including two output variables simultaneously in order to analyze the effect of the results of the innovation in terms of products and processes on employment. The first one measure the effect of product innovation on sales and the second is a dummy or dichotomy variable that reflects the introduction of process innovations (yes/no). It is the dynamism of the changes in the sales between old and new products and the use of the growth of employment as a dependent variable which make the model dynamic. In order to solve the endogeneity problem, the studies suggest several specific variables as possible instruments applying the 2sls estimator (see section 3.2).

A third group of a hotchpot of studies\textsuperscript{13} is distinguished because of some methodological differences. It includes several studies from before 2000 that do not correct the endogeneity problem. Moreover, several of them use a heterogeneous set of several alternative variables (not or barely used by mainstream models) to operationalize innovation, like the growth of R&D expenditures (4 samples\textsuperscript{14}), capital investment in R&D (3), R&D expenditures by employment (5), patents (3), and organizational innovation (6). In fact, only few studies include alternative variables to define innovation. Besides the Type 3 studies, the Type 2b studies also simultaneously included alternative forms of innovations like organizational innovations and the use of a dichotomy variable for the product or process innovation instead of the use of a dummy for only process innovation.

The two main models, and basically all the other ones, are similar in terms of theoretical assumptions that are based on the neoclassical perfect market structure and recognize the existence of the neoclassical compensation mechanisms\textsuperscript{15}. Furthermore, the two approximations assume the existence of the “Hicks-neutral technology parameters.” This assumption implies that the optimum relation between capital and labor is not altered by technological change. The difference of the models, in terms of econometric estimation, is based on two aspects.

Eleven of the 44 studies applied the Type 1 model developed by Van Reenen (1997) and Bogliacino et al. (2008, 2014) executes with a comparative static input-oriented model because it does not include any lags-and estimates a production function called “Constant

\textsuperscript{12} The use of the lagged variables is compatible with the static character of the model because it only implies an adjustment in beta terms of the static variables.

\textsuperscript{13} The studies marked as Type 3a use only dummy variables, while the Type 3b studies also include variables of the intensity of innovation.

\textsuperscript{14} There are 16 studies in total.

\textsuperscript{15} The other models are basically an adaptation of the two main frames, and none of them indicate that they take another position in relationship to the mentioned assumptions.
elasticity of substitution” (CES). They maximized the function in order to obtain the profits\(^{16}\) that allow calculating the labor equation:

\[
l_{i,t} = \beta_1 y_{i,t} + \beta_2 w_{i,t} + \beta_3 r&d_{i,t} + \beta_4 g_{i,t} + (\varepsilon_i + \nu_{i,t})
\]  

(1)

All the variables of the model are in logarithms which make it possible to interpret them in terms of elasticities. \(l_{i,t}\) is the employment, \(y\) is the output (sales as a proxy variable), \(w\) is the wage, \(r&d\) is the research and development (R&D) expenditure, \(g\) is the gross investment, \(\varepsilon_i\) is the idiosyncratic individual and time-invariant firm's fixed effect and \(\nu_{i,t}\) is the usual error term (Bogliacino et al., 2014)\(^{17}\).

For its part, the Type 2 model of Harrison et al. (2008 and 2014)—used by 17 studies—offers a dynamic output-oriented model which is based on using lags and differentiates for new and old products by using three production functions: one for the sales of old products in \(t=1\) and \(t=2\) (\(t\) is time) and another function for the sales of new products (only in \(t=2\)). The authors minimize the costs\(^{18}\) of these first two functions in order to obtain the labor demand. Finally, they calculate the employment growth and replace it in the labor demands (see equation 2).

\[
l_i - y_1 = \alpha_0 + \alpha_1 d_i + \beta y_2 + u_i
\]  

(2)

where \(l\) stands for the rate of employment growth over the period (between the year \(t=1\) and \(t=2\)), \(y_1\) and \(y_2\) are the rates of output growth for old and for new products, and \(u\) is the unobserved random disturbance. The main advantage of the model is related to its components, which can be interpreted—from a conceptual point of view—in terms of specific efficiency gains, according to the types of innovation:

- The constant term reflect the increase of the efficiency of the production process. In theory, the efficiency is always expected to improve over time for a certain good. Therefore, the parameter \(\alpha_0\) is expected to be negative, representing the average efficiency growth in the production of the old products.
- The binary variable \(d\) picks up the additional effect of process innovations on employment related to old products by means of the efficiency parameter \(\alpha_1\). Variable \(d\) is equal to one if the firm has implemented a process innovation not associated with a product innovation (process innovation only).
- The parameter \(\beta\) captures the relative efficiency of the production of old and new products (Harrison et al., 2008, 2014). In fact, it shows the effect of product innovation on the employment.

---

\(^{16}\) In microeconomics, the maximization of a function allows us to find other functions such as labor and capital demands (depending on the assumptions). One way to maximize the function is to take the derivatives of the functions with respect to labor or capital.

\(^{17}\) It is important to mention that the last equation is proposed in the Bogliacino et al. work (2008, 2014) since Van Reenen’s work (1997) did not utilize an input of innovation as an exogenous variable (research and development expenditure), but instead a measure of innovative output (new products and/or new process). However, it is the input model of Bogliacino et al. that is used more frequently used in the literature.

\(^{18}\) Like maximization, minimizing the cost mathematically consists of taking the derivative with respect to one of the variables that forms the total cost. Economically, it gives information about the behavior—ceteris paribus—of one of the variables of the cost function.
As we stated earlier, this interpretation is a big advantage, although at the same it is almost impossible to modify the original model, adding new variables. To assure the correct interpretation of the model, the theoretical-methodological model developed by Harrison et al. (2008) should be followed rigidly.

Therefore, we classified the seventeen studies that used this model in two groups. As far as we could deduce from the articles, the studies were classified respecting exactly the original model as in Type 2a, while the Type 2b studies included variations that impeded the initial foreseen interpretation or did not explain the specifications of the models sufficiently.

Seeing this, the first difference between the two types of models is the way they capture the innovation effect on employment (as mentioned above and reflected in the equations). The Bogliacino et al. (2014) models imply an input orientation, conceptualizing the innovation by its input in terms of R&D efforts or expenditures. On the contrary, the model of Harrison et al. (2008) uses the output of innovation as the key element to analyze its impact on employment. Their model simultaneously includes a variable for the output in terms of product innovation (the sales growth due to new products) and a dummy variable on the introduction of only process innovation (yes or no). In general terms, the target of process innovation is to convert production to a more efficient activity by including labor-saving labor. In contrast, the development of new products looks to maintain and/or expand the existing market or generates new ones with the discussed positive potential effects on labor demand.

The second difference is in terms of the dependent variable that measures the creation or destruction of employment, the studies reviewed use, basically, two different variables: “total employment of the firm” (used in 32 samples)\(^{19}\) and “growth rate of employment” (used in 87 samples). The studies based on the dynamic output approach (Type 2) use, basically, the growth rate of employment as an endogenous or dependent variable (57 samples), and those of the static input approach (Type 1) mostly use the total employment variable in absolute values (21 samples of the 32 mentioned). The studies of Type 3, alternatively, use one of those two variables.

A third difference is the way they include the instrumental variables in the model. The dynamic-output-oriented models use as instrumental variables, basically, one or more specific variables available, taken from the data used, like the motives to innovate, cooperation in R&D, etc. (see section 3.3.2). For its part, the static-input-oriented model applies a pure econometric adjustment, called the General Moment Method model (GMM), which applies the lags of the variables as instrumental variables (see section 2).

3.3.- Different instrumental variables and methods applied by the empirical studies

As mentioned, the endogeneity of the model (caused by missing or unobservable variables because of a sample problem) is the main problem in estimating the impact of innovation on employment. In this section we review the different instrumental variables and methods applied by the empirical studies. Our recommendation is to skip to section 3.4. to the readers with lack of knowledge on the basic concepts of the econometric models, used for

\(^{19}\) As mentioned, we analyzed 44 studies. However, most of them included several estimations by subsamples in terms of size of the firms, sector, country etc. In the following pages, we use the word “sample” for all 119 estimations carried out by the 44 studies.
the application of the method of instrumental variables, and the ones that is not interested in the methodological. In spite of, this section is just a general overview of the methods used, obviating a depth analysis about the specification and the advantages and disadvantages of the different models.

3.3.1. Different methods of instrumental variables applied by the empirical studies

Table 2 has two columns. The first one (called “methodology used”) refers to the number of times that a specific econometric methodology is used in the studies reviewed. Most studies apply several methodologies and indicate which of them are the best, (in econometric terms because of more robust, efficient and less biased estimators) in order to interpret the results correctly. Therefore, the second column is included to show how many times each method is considered the best of the ones applied.20

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Methodology Used</th>
<th>Best Methodology</th>
<th>Percent respect to Best Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-section data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ordinary Least Squares (OLS)</td>
<td>19</td>
<td>5</td>
<td>26%</td>
</tr>
<tr>
<td>Model-Specific IV based on indicators included in the data set (2SLS)</td>
<td>16</td>
<td>14</td>
<td>74%</td>
</tr>
<tr>
<td>Panel Data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td>12</td>
<td>3</td>
<td>13%</td>
</tr>
<tr>
<td>Fixed Effects Models (FE)</td>
<td>12</td>
<td>4</td>
<td>42%</td>
</tr>
<tr>
<td>Specific IV based on indicators taken from the data set (2SLS based on a pooled panel data set)</td>
<td>8</td>
<td>6</td>
<td>46%</td>
</tr>
<tr>
<td>IV based on GMM models</td>
<td>14</td>
<td>12</td>
<td></td>
</tr>
</tbody>
</table>

a It includes all the methodologies that are used in the articles no matter whether they are formally corrected in order to solve the endogeneity problem.
b It is constructed based on the arguments of the authors when they say that the methodology is the best to interpret. In the parentheses the percentages of the best methodologies are captured with respect to the methodology used.
c The studies that interpret OSL as the best option are studies carried out before the development of the methods that solve the endogeneity problem.

Almost all studies included the classical model based on Ordinary Least Squares (OLS). However, its interpretation depends on the statistical assumptions22, and if at least one of them is not satisfied, the model has to be adjusted adequately to a specific methodology. The inclusion of such models that do not solve the endogeneity problem is justified because they are required to test if the endogeneity problem exists, and such additional estimations analyze indirectly23 the robustness of the final model.

The researchers that tried to measure the impact of innovation on employment before the development of “econometric models” were not able to solve the endogeneity problem, and therefore, they refer to the OSL as the “best methodology”24. The more recent studies apply

20 A decision made by the author on econometric methodological arguments.
21 This review does not intend to debate the differences, advantages and disadvantages of the different methods. The most commonly used models are the Two-Stage Least Squares (2SLS) (in the case of panel data) and the pooled OLS (for cross-section data) which uses IV, and also different versions of so-called GMM models (General Moment Method). For a review of the methods, see Wooldridge (2015) and Arellano and Bond (1991).
22 In short, the assumptions of the classical econometrical model are normality, homoskedasticity, non-autocorrelation, exogeneity and linearity (all of them are tested in the error term).
23 If different models offer similar results, it can be expected that they are more robust.
24 For 26% of the studies that used cross-section data and 13% of the panel data-based studies.
different kinds of methodologies\textsuperscript{25} in order to correct the endogeneity problem, and their exact choice depends on the kind of data that is available (cross-section or panel data). In the case of static input-oriented models (Type1), the majority of the studies use panel data sets, and therefore they are able to apply methodologies such as GMM (they use the lags variables as instrumental variables) or fixed effects. By contrast, the authors that applied the dynamic output-oriented model (Type 2) used the Two Stage Least Squares model (2sls). Initially, they only had access to cross-section data because the European innovation surveys were not applied every year.

The dynamic-output-oriented models (Type 2 studies) based on the model of Harrison et al. (2008) use as instrumental variables basically one or more specific available variables taken from the data used, like the motives to innovate, cooperation in R&D, etc. 24 samples used such specific instrumental variables and 20 studies marked this methodology as the most appropriate one. For its part, the static-input-oriented model applies the lags of the variables as instrumental variables using the General Moment Method models (GMM) \textsuperscript{14}\textsuperscript{26} of the 44 studies used the GMM in one or more of its variations, and 12 of them marked this model as the best method. The GMM model can be applied in case of an endogeneity problem among the explanatory variables, and if the number of observations over time (moments) is larger than the number of parameters that should be estimated.

3.3.2.- The specific used instrumental variables

As mentioned, the endogeneity of the model (caused by missing or unobservable variables and/or because of a sample problem) is the main problem in estimating the impact of innovation on employment. The solution of this typical econometric problem would be the use of instrumental variables. The main problem is to find an accurate instrumental variable (IV). Such a variable has to be a determinant of the “X” variable (the innovative behavior of the firm) and should have a zero correlation with the dependent variable (Y, the variation of the employment of the firm). Also, theoretical or conceptual arguments have to be discussed for each of the IV. It can be stated that most studies barely discuss their suitability from a theoretical point of view. Extremely difficult will be the search for theoretical arguments to assure that the IV only affects the X and does not have a direct effect on Y, especially because of the absence of good theoretical frameworks and the systemic character of economic and innovative systems. The studies offer some general comments and show that the test to confirm the aptness of the VIs is correct. The inherent systemic character of the economy and firms implies that a certain level of correlation will be found between very large numbers of variables that express very different aspects of a firm.

The instrumental variables observed in the reviewed studies can be grouped basically into three categories (see Table 3). The first and most used ones are IVs based on the importance of certain motives that drive the innovative activities of firms and of some of the sources of innovation. A second group of IVs was created by variables that reflect the

\textsuperscript{25} Like 2SLS, GMM, fixed effects etc. Additionally if you use fixed effects, the model only controls the heterogeneity of the individuals and does not solve the endogeneity problem.

\textsuperscript{26} Nine of the studies are marked as Type 1A studies based on the input indicator of R&D expenditures and 5 five studies are classified as Type C, D and E, using output indicators of innovation (product and/or process innovation).
innovative efforts or input, and the third one used some aspects of the results of the innovative activities. A fourth “group” includes some additional IVs that were used less frequently.

In the group of instrumental variables based on the importance of the motives and resources of innovation, the most used indicator (in 41 estimations) is “the increase of the range of goods and services”\(^{27}\). According to Harrison et al. (2014), this motive could be used as an IV because it measures the extent to which the firm’s innovation is associated with an increase of demand for reasons other than changes in product prices and quality (Harrison et al., 2008). This variable, equal to all the ones in this group, is captured in qualitative form (valuing its importance on a five-point scale) based on the perception of the person that answers the surveys in relation to this specific objective. In fact, it does not reflect whether there is an increased range (goods and services) due to an improvement in demand or other factors. Moreover, it is not clear that, for smaller firms based on one or a few products, the answer to this motive can be considered relevant.

For the other instrumental variables of this first group—based on the motives and sources of innovation\(^{28}\), the authors do not offer clear theoretical reasons about why they are adequate. Most of them were used in combination with the first one and were justified by the fulfillment of the corresponding endogeneity tests of the econometric models.

The instrumental variables based on the intensity of R&D efforts (R&D or innovation expenditures/sales) are the most utilized (57 times, 20 of which in terms of a lagged value). This variable is used in the studies that follow the approach of Harrison et al. (2008)\(^{29}\). Those authors argue that R&D is a way to produce innovative output (process and product innovation), but it does not affect employment directly (Harrison et al., 2014). In order to test this causality, the effect of R&D on employment must only be caused through the endogenous variable of “sales growth due to new products”. The problem is if the R&D expenditures variable is used directly in the structural equation, it is impossible to confirm or statically test that its effect is only through product innovation.

Another IV used in six studies (25 samples) is an indicator of “Continuous R&D engagement\(^{30}\)”. In the previous section, it was mentioned that this variable can measure some kind of innovative dynamism, although the impact of this variable in terms of innovations and new products might happen in a future time span (year). However, in our opinion, a similar value of this indicator can have a quite different meaning. Large firms with large R&D projects (of duration of several years) are more prone to do continuous R&D than smaller firms in less innovative sectors. Moreover, smaller firms could introduce innovations with some delay, and that implies that its effect on employment also will be delayed. Such a delay could be more remarkable in smaller firms that carry out R&D in an irregular way.

---

\(^{27}\) Used in 41 estimations and especially in the dynamic output-oriented Type 2 models of Harrison et al. (66% of the studies of Type 2a and 34% of Type 2b).

\(^{28}\) Like the motives “the improvement of the quality of the goods and services” and “increased market share” or the importance of “clients as a source of information” and therefore innovation.

\(^{29}\) In these studies, this indicator is therefore not included as a control variable as in some other studies.

\(^{30}\) Continuous R&D engagement: dummy variable which takes the value 1 if the firms report continuous engagement in intramural R&D activities during the period (1998-2000).
To overcome endogeneity between employment and R&D investments, a lagged value of the latter can be used to assure that the decision on R&D is in advance and independent of the decision to contract employment. Furthermore, the variable can be interpreted as a response of firms to external productivity shocks. Those authors suppose a direct relation between innovation intensity and sales growth due to new products. Fifty-one percent of the models of Type 2a use the lagged innovative effort as an instrumental variable; in the case

Table 3. The instrumental variables used

<table>
<thead>
<tr>
<th>Variables</th>
<th>All samples</th>
<th>Type 1</th>
<th>Type 2</th>
<th>Type 3</th>
<th>Type 4</th>
<th>Total</th>
<th>Manufacturing</th>
<th>Services</th>
<th>High-Tech</th>
<th>Medium-Tech</th>
<th>Low-Tech</th>
<th>Developed Countries</th>
<th>Developing Countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motives and sources of innovation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motives: Increased Range (goods and services)</td>
<td>41</td>
<td>27</td>
<td>14</td>
<td>11</td>
<td>13</td>
<td>13</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>34</td>
<td>7</td>
<td>(17)</td>
</tr>
<tr>
<td>Sources: New inputs utilization as an origin of the innovative idea.</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>(100)</td>
</tr>
<tr>
<td>Sources: Scientific and technological opportunities</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>20</td>
<td>5</td>
<td>(100)</td>
</tr>
<tr>
<td>Sources: Clients as a source of information</td>
<td>21</td>
<td>19</td>
<td>2</td>
<td>1</td>
<td>10</td>
<td>10</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>1</td>
<td></td>
<td>(100)</td>
</tr>
<tr>
<td>Effort</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Innovation Intensity (R&amp;D expenditure or Innovation/Sales)</td>
<td>37</td>
<td>19</td>
<td>14</td>
<td>4</td>
<td>10</td>
<td>17</td>
<td>10</td>
<td>37</td>
<td>37</td>
<td>37</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lag of Innovation Intensity</td>
<td>20</td>
<td>16</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>8</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&amp;D expenditure</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous R &amp; D engagement *</td>
<td>25</td>
<td>18</td>
<td>4</td>
<td>4</td>
<td>14</td>
<td>11</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firm knowledge of public support for innovation activities</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td></td>
<td>(100)</td>
</tr>
<tr>
<td>Increase in productive capacity</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>(100)</td>
</tr>
<tr>
<td>Product life cycle dummies b</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
<td>(100)</td>
</tr>
<tr>
<td>Obstacles to innovation averaged across firms in the same region</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
<td>(100)</td>
</tr>
<tr>
<td>New markets b</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
<td>(100)</td>
</tr>
<tr>
<td>Cooperation</td>
<td>8</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td></td>
<td>(100)</td>
</tr>
</tbody>
</table>

Notes: + positive effect, - no significant effect. = negative effect

a The instrument used is the degree of usage, on the part of the company, of new inputs as an origin of innovative ideas. This variable takes the value zero if the innovative idea, as declared by the firm, is not a result of the recent introduction of new inputs and takes values between 1 and 4 according to the level at which the company declares innovative ideas were originated in the usage of new inputs.
b Technological opportunities and if institutional sources like universities or other higher education institutions or government or public research institutes were of ‘high’ or ‘medium’ importance as sources of information for a firm’s innovation activities.
c Continuous R&D engagement: dummy variable which takes the value 1 if the firms report continuous engagement in intramural R&D activities during the period (1998-2000).d As the market share of goods and services introduced in 2002 and 2004 and were new to the firm’s market.e Whether the firm has some knowledge (but is not necessarily a user) of public support programs for innovation.f The production of new goods would be related to the increase in productive capacity.
g Set of industry dummies to control for industry productivity shocks. This reinforces the finding of the absence of serial correlation in individual productivity shocks and it controls for the business cycle effect.h This variable assesses the impact of innovation on the development of new markets for firms (coded between 0 to 3: 0 = irrelevant impact, 1 = low, 2 = medium, and 3 = high impact).i Takes 1 if the firm has cooperated in innovation projects with other agents like suppliers, research institutions and competitors.
of Type 2b studies, this percentage is 38%. The lag of the variables is used in 80% of the Type 2a models and in 20% for Type 2b estimations (see Table 3).

The studies summarized in Table 3 show a certain group of instrumental variables used in few studies. Some of them are mainly used in studies on Latin American countries, and include the firm’s knowledge of public support for innovation activities (4), increase in productive capacity (1), dummies for the life cycle of the product (2), importance of obstacles to innovation averaged across firms in the same region (4), and the use of new inputs as an origin of the innovative idea (1). Some other barely used IVs were applied in studies for developed countries: cooperation (8), scientific and technological opportunities as a source of innovation (3), innovation new to the market (2), and patents (5). It can be stated that especially the last two variables are more appropriate for developed countries because only a small group of firms in developing ones would have patents or introduced products new to the market. The authors that use those IVs do not offer the required theoretical justification. They justify instrumental variables based on econometric tests of the exclusion (Sargan Test) and inclusion restrictions.

As can be noticed, most of the time the theoretical justification of their instrumental variable is not clear and can often be put in doubt. Most authors take a count of the instrumental variables and their tests: the endogeneity test and the exclusion and inclusion restriction. Therefore, the use of these variables in the models depends only on statistical assumptions and therefore it should be reviewed more specifically. Finally, the studies that estimate some type of static oriented model (GMM) apply some kind of instrumental variable based on lags of the exogenous variables. That is why the majority of these studies have not reported the instruments. However, they show the test of exclusion.

4.- Empirical evidence at the firm level:

Once the methodological aspects are reviewed, in the following pages we analyze the empirical findings of the studies that have studied the effect of innovation on employment. We mention whether the detected differences or the contradictions of these results can be explained by the specific characteristics of the sample used: the type of country, sector, or time period or methodological aspects related to the models used.

This section starts with an overview of the studies’ results, in terms of the employment changes induced by innovation. Section 4.2 discusses the need to include other explanatory variables in the models and the corresponding results. The control variables are used to isolate the effect of innovation from other causes that, from a theoretical and conceptual point of view, affect employment. In other words, they create ceteris paribus in relation to the effect of the variable of innovation.

---

31 Number of firms that use each aforementioned instrumental variable is in parentheses.
4.1.- Results of the estimated models by types of dependent or endogenous variables

Some methodological limitations to interpreting the results

Two aspects have to be taken into account for the correct interpretation of the general results. A first main aspect is related to practical limitations in conceptualizing the different forms of “innovation”. As mentioned, the studies mainly use three kinds of indicators as innovation: product innovation, process innovation and R&D expenditures. Theoretically, the firms can be classified by five types of firms in relation to the input and output in terms of innovations: (1) only product innovators; (2) product and process innovators; (3) only process innovators; (4) firms that carry out R&D and innovation but they did not introduce innovation in the market, and (5) the non-innovating firms that do not introduce product or process innovations and neither spend money on R&D or innovation.

Not all studies that apply output indicators used these distinctions, aggregating frequently the type 1 and 2 firms. In most studies, the firms that introduce process innovation in combination with product innovation are considered “product innovators”, because product innovations habitually require process innovation simultaneously. In this case, it is not sure whether process innovation is required for the introduction of new products or it is related to more efficient production of old products, and therefore they are excluded as “pure” process innovators. Moreover, it can be stated that the difference between product and process innovation is not always clear, especially, as mentioned before, in the case of the service sector. On the hand, the type of study which uses the input in terms of R&D efforts normally does not include “process innovation” as an additional variable. Such a variable is included in only two of the 31 estimations and, surprisingly, in both cases the impact is contrary to the theory that shows a positive impact.

Empirical evidence based on the impact of product and process innovation

Table 4 shows that in global terms, the vast majority of the 44 studies confirm that product innovation has a positive effect on employment. In the studies that used the dynamic output-based models (Type 2 models in the tables), product innovation is operationalized as the “sales growth due to new products” and the expected impact on employment would be positive. In fact, in all the samples and subsamples (except one) that use a continuous variable for product innovation (like sales growth due to new products), a positive impact on employment was detected. This means that, if the firm’s product composition in terms of sales included a higher percentage of new products, the firm shows a higher growth rate of its employment.

The studies of group 3a conceptualize the product innovations using a dummy variable (yes/no). The problem with such variables is that they offer only limited information on innovation and are not capable of offering a model that differentiates the level of impact of innovation on employment in terms of the firm’s innovative level or intensity. The methodological decision to use dichotomy versus continuous output variables is important because it could led apparently to contradictory results. As mentioned, all studies that used a continuous variable for product innovation (except one) found a positive impact. While in the case of product innovation as a dichotomy variable, 6 out of 12 studies reflect a positive effect, and for the other half its impact on employment is statistically not significant (Table
It can be stressed that the non-significant effect is basically observed in samples of developing countries (Chile and Estonia), and especially in samples for medium- and low-tech sectors (in the case of Italy). In turn, the majority of the estimations confirm the expected negative effects of the process innovations on employment. The firms that carry out “only process innovation” were considered non-significant in 47 estimations, and in 20 samples the expected negative effect was confirmed, while in 11 studies a positive effect was observed.

In the case of process innovation only dummy variables can be used because it is almost impossible to quantify the number or intensity of process innovations. The results reflected in Table 3 show contradictory results. The variable “only process innovation” is used in 65 of the 119 estimations (taken from 36 studies). For around 60% of those estimations (47), a non-significant relation was detected between process innovation and employment. For another 5% of the samples (3), a positive effect was identified, while around 29% of the models (16) showed a negative statistical effect.

In the intention to explain these contradictory for process innovation results by looking at the different kinds of subsamples or countries, no clear results can be depicted. In both developed and developing countries, all three types of relationships were detected, and similar differences show the estimations of only manufacturing firms. In the case of the service sector, no models were detected that show a negative effect of “only” process innovation on employment. In fact, in one study a positive effect was observed for the service sector and a negative effect for manufacturing firms (Damijan et al. 2004), a fact that underpins the importance of to include additional estimations based on subsamples.

**Empirical evidence based on other indicators of innovation**

The studies that used the static input orientation used by Van Reenen and Bogliacino (see Table 4) show a positive impact of innovation –defined as the level of R&D expenditures– on the employment of firms. The subsamples used to analyze whether this positive relationship differs by sector or size do not always confirm this relationship. The effect essentially does not exist in the subsamples of low-tech sectors, while no real differences were detected by types of countries. For both cases –developing and developed countries– the majority of the models show a positive impact of innovation efforts on employment.

In fact, only a few studies include alternative variables that reflect other aspects of the innovation process. One of them is the inclusion of organizational innovations, which is used in five studies. The final effect of this variable on employment, as observed in the empirical evidence, is not clear. The 5 studies offer estimations for 18 different samples. Four estimations indicated a statistically significant positive impact, in 6 samples a negative effect was detected, and for 8 samples the organizational innovation was statistically non-significant. Looking at the differences by type of sample, no real pattern can be defined. Moreover, only 3 studies used the number of patents as a variable to measure the output of the innovation process obtaining some contradictory results. The lack of sufficient studies that use this variable impedes any further explanation of the results.
Table 4. Operationalization of the innovative level or attitude in order to measure its impact on employment and the found results

<table>
<thead>
<tr>
<th>Variables</th>
<th>All samples</th>
<th>Type 1</th>
<th>Type 2a</th>
<th>Type 2b</th>
<th>Type 3a</th>
<th>Type 3b</th>
<th>Total</th>
<th>Manufacturing</th>
<th>Services</th>
<th>High-Tech</th>
<th>Medium-Tech</th>
<th>Low-Tech</th>
<th>Developed Countries</th>
<th>Developing Countries</th>
<th>OLS</th>
<th>GMM</th>
<th>2SLS</th>
<th>FE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signs</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
</tr>
<tr>
<td>Innovative Effort:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&amp;D + i Expenditure</td>
<td>(15,12,4)</td>
<td>(15,12,4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(6,3,0)</td>
<td>(2,2,1)</td>
<td>(2,0,0)</td>
<td>(4,1,2)</td>
<td>(1,0,0)</td>
<td>(0,6,1)</td>
<td>(14,12,4)</td>
<td>(7,4,0)</td>
<td>(0,5,4)</td>
<td>(8,2,0)</td>
<td></td>
</tr>
<tr>
<td>Lag of R&amp;D+i Expenditure</td>
<td>(0,0,1)</td>
<td>(0,0,1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0,0,1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&amp;D expenditure per employee</td>
<td>(3,1,1)</td>
<td>(2,1,0)</td>
<td>(1,0,1)</td>
<td>(2,0,1)</td>
<td>(1,0,0)</td>
<td>(0,1,0)</td>
<td>(3,1,1)</td>
<td>(1,0,0)</td>
<td>(0,1,0)</td>
<td>(3,1,0)</td>
<td>(1,0,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td></td>
</tr>
<tr>
<td>Growth: R&amp;D Intensity</td>
<td>(3,1,0)</td>
<td>(3,1,0)</td>
<td>(2,0,0)</td>
<td>(1,0,0)</td>
<td>(0,1,0)</td>
<td>(3,1,0)</td>
<td>(1,0,0)</td>
<td>(0,1,0)</td>
<td>(0,4,2)</td>
<td>(0,1,0)</td>
<td>(0,4,2)</td>
<td>(0,1,0)</td>
<td>(0,3,0)</td>
<td>(0,3,0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FBC expenditure for Innovation</td>
<td>(0,4,2)</td>
<td>(0,3,0)</td>
<td>(0,1,2)</td>
<td>(0,2,2)</td>
<td>(0,1,0)</td>
<td>(0,1,0)</td>
<td>(0,4,2)</td>
<td>(0,1,2)</td>
<td>(0,1,0)</td>
<td>(0,1,0)</td>
<td>(0,1,0)</td>
<td>(0,1,0)</td>
<td>(0,1,0)</td>
<td>(0,1,0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Results of Innovations:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New products and/or process</td>
<td>(2,9,2)</td>
<td>(1,0,0)</td>
<td>(0,9,2)</td>
<td>(1,0,0)</td>
<td>(2,5,0)</td>
<td>(0,2,1)</td>
<td>(0,2,1)</td>
<td>(2,9,2)</td>
<td>(1,0,0)</td>
<td>(1,0,0)</td>
<td>(1,0,0)</td>
<td>(0,9,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td>(1,0,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td></td>
</tr>
<tr>
<td>New products</td>
<td>(6,6,0)</td>
<td>(1,0,0)</td>
<td>(0,1,0)</td>
<td>(5,5,0)</td>
<td>(4,2,0)</td>
<td>(1,0,0)</td>
<td>(1,1,0)</td>
<td>(0,1,0)</td>
<td>(0,2,0)</td>
<td>(5,1,0)</td>
<td>(0,5,0)</td>
<td>(3,1,0)</td>
<td>(2,4,0)</td>
<td>(2,4,0)</td>
<td>(1,0,0)</td>
<td>(1,0,0)</td>
<td>(1,0,0)</td>
<td></td>
</tr>
<tr>
<td>Only process Innovation</td>
<td>(3,3,16)</td>
<td>(0,24,11)</td>
<td>(3,12,5)</td>
<td>(0,12,7)</td>
<td>(1,7,0)</td>
<td>(2,12,0)</td>
<td>(0,3,1)</td>
<td>(0,2,2)</td>
<td>(3,26,11)</td>
<td>(0,10,5)</td>
<td>(2,0,0)</td>
<td>(0,36,15)</td>
<td>(1,0,1)</td>
<td>(1,0,1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Process Innovation</td>
<td>(8,11,4)</td>
<td>(2,0,0)</td>
<td>(0,1,1)</td>
<td>(6,10,1)</td>
<td>(0,0,2)</td>
<td>(6,2,3)</td>
<td>(0,3,1)</td>
<td>(0,3,0)</td>
<td>(0,2,0)</td>
<td>(1,0,0)</td>
<td>(1,1,0)</td>
<td>(4,10,4)</td>
<td>(3,1,0)</td>
<td>(4,4,0)</td>
<td>(0,4,1)</td>
<td>(0,4,1)</td>
<td>(0,4,1)</td>
<td></td>
</tr>
<tr>
<td>Organization</td>
<td>(4,8,6)</td>
<td>(1,6,5)</td>
<td>(3,2,1)</td>
<td>(1,2,3)</td>
<td>(2,1,1)</td>
<td>(1,5,0)</td>
<td>(0,0,1)</td>
<td>(0,0,1)</td>
<td>(4,8,6)</td>
<td>(0,0,1)</td>
<td>(0,3,1)</td>
<td>(3,4,4)</td>
<td>(1,1,0)</td>
<td>(1,1,0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales Growth due to New Products</td>
<td>(58,0,1)</td>
<td>(35,0,0)</td>
<td>(19,0,1)</td>
<td>(4,0,0)</td>
<td>(19,0,0)</td>
<td>(18,0,0)</td>
<td>(13,0,1)</td>
<td>(4,0,0)</td>
<td>(4,0,0)</td>
<td>(43,0,1)</td>
<td>(15,0,0)</td>
<td>(2,0,0)</td>
<td>(55,0,0)</td>
<td>(1,0,1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patents</td>
<td>(3,2,0)</td>
<td>(1,1,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td>(1,1,0)</td>
<td>(0,1,0)</td>
<td>(2,2,0)</td>
<td>(1,1,0)</td>
<td>(2,1,0)</td>
<td>(5,2,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Sales due to New Products</td>
<td>(5,2,0)</td>
<td>(2,0,0)</td>
<td>(1,1,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td>(2,0,0)</td>
<td>(1,1,0)</td>
<td>(5,2,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td>(2,0,0)</td>
<td>(2,1,0)</td>
<td>(2,1,0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: + = positive effect. ns = no significant effect. - = negative effect.
Concluding remarks on the results

To conclude, there are two dominating analytical models that analyze the impact of innovation on employment and their main difference is in the way they conceptualize innovative activity and create the instrumental variables (IVs). The studies that follow Bogliacino’s and Van Reenen’s static output-oriented model include only innovation inputs (R&D expenditure), obviating the output. In the second case, the studies that apply the dynamic output-oriented model of Harrison et al. (2008) use the obtained output (products and process innovation, and the impact of new products on sales) and use specific observed IVs.

Looking at the variables used, two important aspects have to be discussed. The first is the difference between the studies based only on binary (dummy) variables on innovative input or output versus the use of continuous variables. The last type (like R&D expenditures by sales or the percentage of sales by new products) permits to consider the intensity of the R&D activities. Those studies that use only dichotomous variables or dummies to operationalize innovation also simplify the relationship between innovation and employment, comparing non-innovating firms with innovating ones. However, it sounds logical that the effect of innovation on employment can be quite different for more innovative firms.

The appropriateness of the use of patents as a good indicator for the output of innovation is suspicious because this way of protecting intellectual property is used by a minority of innovative firms, the propensity to patent is very different for each of the productive sectors, and not all patents are transformed in products commercialized in the market.

Another important discussion in relation to the operationalization of innovation is the possible delay of its impact on employment. In the case of R&D expenditures or patents, it seems to be clear that their effects in terms of the introduction of new products or processes can take some time. However, using output variables related to new products, the effect on employment would be immediate. In some studies, like Lachenmeyer et al. (2011), lags are applied to the new products and processes. This application offers better adjustments of the results, but the authors do not explain why they use a time lag or the exact number of years of the lag. No theoretical assumptions exist on this subject, although the lag probably varies by type of firm of different sectors, sizes, or technical areas. The drop back lag will especially be higher in the case of sectors that require specific quality control or security measures certified by the public government or official accredited laboratories, or activities that require the creation of complex prototypes.

The main shortcoming of the use of the input variable R&D spending is its limited appropriateness for a large number of firms whose innovations are based on engineering or innovations based on ad hoc ideas. Of course, R&D spenders will probably obtain innovations more often. However, this does not mean that the rest of the firms do not introduce innovations. In fact, a large number of specific sectors obtain their innovation from their providers. Moreover, the impact of (often incremental) product or process innovations that are obtained by other non-R&D activities like engineering or those innovations purchased in the market (incorporated innovations in capital goods) can have very important impacts on the employment of firms. As a consequence, measuring the impact of innovation on employment by R&D expenditures is limited. Using this methodology would imply a simplification of the differences

---

32 As an example, the patents of medicines and the introduction of drugs in the market can take three to four years (DiMasi 2003).
33 Like dummy variables as the introduction of new services, products or processes (yes/no) or the percentage of sales.
between innovative and non-innovative firms. Especially in less innovative countries, R&D is just a small part of innovative activities. To summarize, using R&D expenditures leaves out a substantial part of innovations introduced by firms. Therefore, if you want to use an input, it would be better to use expenditures on innovation, which are supposed to be used for projects closer to the markets.

4.2.- The use of control variables to isolate the effect of innovation from other determinants

If someone wants to estimate the net effect of innovation on employment, their model should include additional explanatory variables of employment in order to have better control of the effect of innovation from other determinants, creating “ceteris paribus” condition. In fact, most studies used a varied set of control variables that can affect employment at the firm level, but they do not offer clear theoretical arguments to justify the inclusion of these variables. These include the wage level, investments in and stock of capital (capital intensity of the firm), size by sales, sector differences and geographical location. In this section, we offer a short overview of the control variables used and why they are important.

The variable “sales” controls the model by decomposing the increase of employment attributed to process or product innovations versus the change in employment caused by an increase of the total overall demand. In other words, it has to be pointed out which part of the sales increased because of process or product innovation and which part because of the overall changes in the demand caused by, among others, overall economic growth cycles, new export markets, variation in wages and prices and so on. Moreover, sales are used as an indicator to control the effects of innovation by the firm size. Larger firms normally show a higher variation in terms of the absolute number of employees than smaller firms. This problem can be solved by including an indicator of the firm size or by using the growth rate of employment. This last option is a way to standardize the variation of employment by head count. In fact, size controls for different aspects, the market power of firms among others. It also takes into account the possible advantages of scale and scoops and differences in the type of innovation carried out by firms of different dimensions (incremental versus radical innovation).

As can be observed in Table 5, “sales” or “added value” (in absolute terms) is frequently used in the reviewed studies (24 times) as a proxy of firms’ output. Theoretically, a positive relationship is expected, and this is confirmed without any exception by all the studies. This means a firm with more productive output will have, ceteris paribus, more employment according to the neoclassical theory. As showed in the table, especially the static input-oriented models of Bogliacino et al. (2008) include this variable (19 of 24 studies). Another way to control the model for the size of the firm is the number of employees of the firm. Eight studies—all of them based on the dynamic output model—used dummy variables based on the intervals of size by employment or sales. On the other hand, growth of sales is used in only three studies, all of which analyze developed countries and belong to the Type 3 studies.

The variable “investment in capital” controls the effect of innovation for a possible bias of the model for the increase of demand due to market tendencies. Capital investment (used in thirty-five estimations) can be correlated with different situations or reasons such as new investments. A first option could be that firms broaden their capital stock as an answer to increasing demand for their “old products,” buying similar machines. In this case, an increase in employment is expected because of the capital investments and is not related to their innovation activities. Another probability is that firms buy new machines to

---

34 Observing Table 5, someone might suspect that the studies on developing countries do not take into account this variable. However, this is a reflection of the fact that none of those studies use the Harrison et al. (2008) model and therefore do not use this variable.
modernize their capital stock, substituting old machines with modern and more productive ones to produce the same number of old products in a more efficient way; this is considered a process innovation\(^{35}\). A third option is that firms invest in new machines adapted to the production requirement of the new product innovation. The relationship between capital investment and employment found in the reviewed studies is, in general, positive. Twenty-one estimations showed a statistically significant positive sign between both variables. However, in seven samples, the corresponding coefficient was not significant, and in another seven, a negative impact on employment was detected. Analyzing the characteristics of the samples, it can be stated that the negative relation is observed more frequently in developed than in developing countries (see Table 4).

The majority of the studies or estimations include dummies of time (60), industry (85), sector (15), country (31) and size (24). In Table 4, it is not possible to show the signs of the dummy variables because a large number of the reviewed papers only mention whether they use them or not\(^{36}\). Moreover, the exact definition of apparently the same dummies is often quite different\(^{37}\). Observing the use of some specific dichotomy variables, it can be mentioned that the studies based on Bogliacino et al. (2008, 2014) introduced, in almost all estimations, sector dummies or a dichotomy variable that distinguishes between the industrial and the service sector. A large number of studies that follow the model of Harrison et al. (2008) also used dummies to separate services versus industries (9) or even distinguish between a broad number of different sectors (10).

It is clear that changes of employment not only depend on the firm’s innovative behavior but are directly related to economic growth cycles or the overall economic context. Therefore, the studies that used panel data for different years has to control such cyclical differences and therefore include time dummies. Without any doubt, it is also important to control the relation between innovation and employment for sectoral differences because the productivity and therefore employment intensity of sectors differ clearly. Secondly, the expected effects of innovation, economic cycles and so on can be quite different in specific sectors, especially in the case where you use the absolute number of employees as a dependent variable. Moreover, the level of innovation or the position of a good in the product cycle implies differential impact of innovation on employment. In the case of mature, well-standardized products, a possible process innovation will not affect employment drastically, while the introductions of machines to produce non-standardized products elaborated almost manually could imply an enormous loss of employment\(^{38}\). Thirdly, the overall economic cycle measured indirectly by the time variable can be quite different for some specific sectors.

---

\(^{35}\) The first option – broadening the stock of capital for extra demand – often implies the purchase of modern machines which are more productive than the old ones. In this case, it is a combination of the first two options.

\(^{36}\) Moreover, if several mutual excluding dummy variables are used, some categories are excluded to overcome the collinearity problem. The sign of the betas are interpreted in relation to the “score” of the excluded category, the studies used a different “reference dummy”.

\(^{37}\) For example, in the case of size intervals and even in the case of sectors, the aggregation procedure differs frequently between the studies.

\(^{38}\) Such marginal decreasing returns in productivity gains by “incremental” process innovation is showed by Jenkins’ (1994) example of the production of cotton: each new machine implies a lower impact in terms of productivity gains and therefore less loss of jobs.
Table 5. Control variables used in order to isolate the effect of the innovation form other determinants of employment

<table>
<thead>
<tr>
<th>Variables</th>
<th>All samples</th>
<th>Type 1</th>
<th>Type 2a</th>
<th>Type 2b</th>
<th>Type 3a</th>
<th>Type 3b</th>
<th>Total</th>
<th>Manufacturing</th>
<th>Services</th>
<th>High-Tech</th>
<th>Medium-Tech</th>
<th>Low-Tech</th>
<th>Developed Countries</th>
<th>Developing Countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signs</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
<td>(+/ns/-)</td>
</tr>
<tr>
<td>Characteristics of the firm:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lag of Employment</td>
<td>28/2/3</td>
<td>(21,1,1)</td>
<td>(7,0,2)</td>
<td>(0,1,0)</td>
<td>10/2/3</td>
<td>3/0/0</td>
<td>5/0/0</td>
<td>2/0/0</td>
<td>5/0/0</td>
<td>23/2/3</td>
<td>5/0/0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment Size</td>
<td>1/0/4</td>
<td>(1,0,2)</td>
<td>(0,0,2)</td>
<td>0/0/3</td>
<td>1/0/0</td>
<td>0/0/1</td>
<td>1/0/4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales and added value size</td>
<td>24/0/0</td>
<td>(19,0,0)</td>
<td>(1,0,0)</td>
<td>(4,0,0)</td>
<td>9/0/0</td>
<td>2/0/0</td>
<td>5/0/0</td>
<td>1/0/0</td>
<td>5/0/0</td>
<td>24/0/0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investment</td>
<td>21/7/7</td>
<td>(15,3,3)</td>
<td>(0,0,3)</td>
<td>(4,0,0)</td>
<td>8/2/2</td>
<td>3/0/2</td>
<td>2/1/1</td>
<td>4/1/1</td>
<td>1/1/0</td>
<td>19/6/6</td>
<td>2/3/1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wage level</td>
<td>0/3/37</td>
<td>(0.3,39)</td>
<td>(0.0,6)</td>
<td>(0.6,0)</td>
<td>0/1/15</td>
<td>0/0/3</td>
<td>0/1/7</td>
<td>0/1/1</td>
<td>0/0/8</td>
<td>0/3/26</td>
<td>0/0/11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salary growth</td>
<td>0/1/1</td>
<td>(0,1,0)</td>
<td>(0,0,1)</td>
<td>0/1/1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foreign ownership</td>
<td>1/15/8</td>
<td>(1,8,6)</td>
<td>(0,6,2)</td>
<td>(0,1,0)</td>
<td>1/8/3</td>
<td>0/0/1</td>
<td>0/1/2</td>
<td>0/3/1</td>
<td>0/3/1</td>
<td>0/7/4</td>
<td>1/8/4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Located in the central region</td>
<td>0/9/0</td>
<td>(0,9,0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Market and Firm Dynamics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Export Growth</td>
<td>1/1/0</td>
<td></td>
<td></td>
<td></td>
<td>(1,1,0)</td>
<td>1/1/0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales Growth</td>
<td>3/0/0</td>
<td></td>
<td></td>
<td></td>
<td>(3,0,0)</td>
<td>1/0/0</td>
<td>1/0/0</td>
<td>1/0/0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Productivity Growth</td>
<td>0/0/1</td>
<td></td>
<td></td>
<td></td>
<td>(0,0,1)</td>
<td>0/0/1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Market Dynamics (GDP, expanding/contracting market based on demand)</td>
<td>3/5/2</td>
<td>(1,1,0)</td>
<td>(1,2,1)</td>
<td>(0,1,1)</td>
<td>(1,1,0)</td>
<td>3/5/2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Innovative Behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distribution of Innovation (Design, know-how and engineer expenditure)</td>
<td>3/1/0</td>
<td>(2,1,0)</td>
<td>(1,0,0)</td>
<td>2/0/0</td>
<td>1/0/0</td>
<td>0/1/0</td>
<td>3/1/0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motivation: cost reduction</td>
<td>0/1/0</td>
<td></td>
<td></td>
<td></td>
<td>(0,1,0)</td>
<td>0/1/0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dummy Variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technological sector dummies*39</td>
<td>15</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>Sectors by productive activities*40</td>
<td>84</td>
<td>10</td>
<td>35</td>
<td>22</td>
<td>12</td>
<td>5</td>
<td>26</td>
<td>24</td>
<td>17</td>
<td>8</td>
<td>1</td>
<td>8</td>
<td>65</td>
<td>19</td>
</tr>
<tr>
<td>Time</td>
<td>60</td>
<td>27</td>
<td>11</td>
<td>10</td>
<td>6</td>
<td>6</td>
<td>24</td>
<td>8</td>
<td>4</td>
<td>11</td>
<td>2</td>
<td>11</td>
<td>47</td>
<td>13</td>
</tr>
<tr>
<td>Size</td>
<td>24</td>
<td>9</td>
<td>2</td>
<td>8</td>
<td>5</td>
<td>0</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>24</td>
<td>0</td>
</tr>
<tr>
<td>Country</td>
<td>31</td>
<td>10</td>
<td>2</td>
<td>12</td>
<td>5</td>
<td>2</td>
<td>10</td>
<td>6</td>
<td>8</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>31</td>
<td>0</td>
</tr>
</tbody>
</table>

Notes: +=positive effect. ns=no significant effect. -=negative effect.

*GDP, expanding/contracting market based on demand, ** Engineer expenditure

39 Aggregating the sectors into a few groups based on the OECD classification of low-, medium-, and high-tech sectors or the taxonomy of Pavitt (1984) based on sectoral innovative behavior.
40 Including a large number of sectors by Statistical Classification of Economic Activities of the EC or OECD.
Another control variable frequently used is the costs of employment or its increase, which is a basic variable to explain the level of employment. Higher or increasing salaries should, theoretically, generate a change towards a more capital-intensive production system based on process innovation and capital investments. This last variable has, as shown, a negative relation to labor demand. Therefore, the expected effect of the wage level on employment is negative. This variable—cost of employment—is used forty times (in thirty-seven estimations, a negative effect is detected, and only three models showed a non-significant beta coefficient). The types of studies that mostly used this variable are the static input models (Type 1 studies) based on Bogliacino et al. (2010, 2014). In the case of the model of Harrison et al. (2008), only a few studies (6) use wage level as a control variable, basically the studies with data on Latin American countries.

The rest of the control variables included in the models are used less frequently. Several of them indicate some aspects of the dynamics of the markets on the aggregate level (growing versus stable markets) and of the internal dynamic of the business of the firms (growth of exports, sales or improvement of productivity). Such variables are basically used by the studies in Types 2d and 3b. The growth of sales and exports would reflect the dynamism of their own internal market. However, the growth of sales can be the result of business stealing or the loss or gain of market shares. Therefore, other ways to operationalize the market dynamism like the GDP growth are also used. It is supposed that the growth of the GDP would imply a growing market, and such increasing demand implies a positive impact on employment. Surprisingly, only three studies reflect this positive impact of GDP growth, while two studies show a negative impact, and in five estimations the relationship is statistically non-significant.

The Latin American studies that applied the dynamic output-oriented model of Harrison et al. (2008) include two extra interesting control variables, the location of the firm in the central versus peripheral region and the possible role of foreign ownership of the firm. Although the presence of foreign capital of the firm is, in the majority of the studies, statistically non-significant, the inclusion of the variable is very important in countries where the attraction of foreign investment is one of their main targets of the national economic policy in order to create economic growth and generate employment. Moreover, a few studies introduce some extra variable on innovation to control for innovative behavior. In this case, it is the distribution of R&D expenditures for their main objectives and one of the motives of innovation: cost reduction. If this is an important motive, it could be supposed that new processes could be developed in order to reduce employment, and therefore that the firm is carrying out process innovations.

5.- Effects on employment: conclusions and final comments

In this review, we offered an in-depth analysis of a large number of studies that examined the quantitative impact of innovation on employment, based on microeconomic firm-level data in different countries. As always, in the case of empirical studies, the exact definition

---

41 Sometimes measured directly using the wage level mentioned by firms, and sometimes based on the costs of personnel (including wages).
of the models depends on the availability of an appropriate data set and the way that the existing variables express the different conceptual particularities of “innovation”. In this last section, we offer some conclusions about the types of models, the methodological problems and the main challenges and requirement of future studies.

5.1.- Main methodological findings in relation to the models used in the empirical analysis

We distinguish two mainstream types of models. The first one is the static input-oriented model developed initially by Van Reenen (1997) and Bogliacino et al. (2014). In order to measure innovation activities, their models include, because of the lack of the availability of other more appropriate indicators, expenditures on R&D. One of the main criticisms of this indicator is that it is based on the input of innovative activities and does not take into account the success of R&D projects. It can be stated that innovation is an uncertain high-risk activity in which technical and commercial barriers can be an obstacle for a successful introduction of new products in the market or the use of new processes. Moreover, this input indicator does not allow us to discriminate whether the firm strategy is cost reduction-target, based on either process innovation or the introduction of new or improved products, in other words, product innovations. Another important critique is that the use of only R&D activities and several other activities related to product or process innovation are excluded from the analysis, like engineering, product design, organizational changes, and other innovative activities. First of all, innovative firms with such alternative innovative activities that do not do R&D are included as “non-innovative firms” in the analysis. Secondly, R&D intensity can be very different from the intensity in innovation expenditures, which also could bias the results. The advantages of R&D expenditures as an indicator is that they correspond to innovation activities considered more complex, higher forms of innovation, and doing R&D apparently implies higher involvement of the firm (Kleinknecht et al., 2002). However, they would exclude incremental innovations based on merely small changes with no real added value in terms of the upgraded better product (change of colors, design, etc.). The results of the studies that use R&D expenditure as an indicator of innovation showed different effects on employment. Most studies found a positive effect on employment (21 studies), although some offered evidence of a non-significant relationship (14 studies) for some specific sectors or other subsamples.42

The appearance of national innovation surveys offered the possibility to use new indicators related to the output of innovation, offering two alternative and complementary basic indicators. First, several reviewed studies used qualitative dichotomous indicators (yes/no) in order to measure the effect of the introduction of new product and process innovations on employment. Other studies used the variable that measures the intensity of the product innovation within the overall product portfolio of the firm, reflected by the percentage of sales related to new innovative products. In fact, the innovation surveys made it possible to develop the dynamic output-oriented model presented by Harrison et al., (2014) who look at the differentiated effects of product and process innovations. Moreover, nowadays several countries offer information in form of a panel data set, which makes it possible to analyze some tendencies over time.

42 Counting the numbers of models with different effects says nothing about the quality of the studies. However, in this case, the overwhelming majority of the studies indicate the same trend.
Two main differences between the two types of models were highlighted. In the first place, the static input-oriented model\textsuperscript{43} considers that the firm operates in a market of perfect competition and it maximizes its profits under a “Constant Elasticity of Substitution” function in order to obtain the labor demand in terms of quantity (total employment). We called the model static because it uses the number of employees (not growth rate) as a dependent variable in the empirical model and it does not include any lags in the model.

The dynamic output model of Harrison et al. proposes three simultaneous production functions at different moments, distinguishing between the momentum T1 with only old products and the T2, in which old and new products can coexist. This model minimizes the cost functions and applies some mathematical treatments, estimating the labor demand function by using its growth rate as a dependent variable. It is the dynamism of the changes in the sales between old and new products and the use of the growth of employment as a dependent variable which make the model dynamic.

5.2. - Main results of the models in terms of effect of innovation on employment

In this review of the empirical results, we concentrated our analysis on two basic models. It was observed that the results of all the reviewed models (67 estimations (belonging to 44 different studies) showed a positive relationship between product innovation and employment. This effect is found independently by the exact operationalization of the output variable in terms of a binary indicator for product innovation whether they use the percentage of sales related to new products. This result is in line with the theoretical argument where it is assumed that a new product could generate or expand markets and, therefore, create new employment in the emerging productive sectors.

The expected negative effect of process innovation on employment was not always confirmed. In 20 models, a negative effect was detected, for 47 models, the detected effect was not significant, and some studies even showed an increase of employment due to process innovation. According to the theory, the impact of process innovation implies an increase of efficiency in labor productivity, which should imply the loss of jobs.

For the correct interpretation of the results it should be stated that introduction of process innovation can have different contradictory effects mechanisms of compensation. On the one hand, it can generate a loss of employment due to higher productivity, but on the same time, if such lower costs are transferred into lower prices, the total demand could be increased implying that the loss of employment would be eased. In addition, it must not be forgotten that the analysis are carried out at the micro level, studying the effect of the innovation on the company that performs it. Having this in mind it can be stated that besides the existence of the compensation mechanism by increasing the global demand in the market, companies that introduce process innovations could capture part of the market of national or international competitors (business stealing effect).

Therefore, we tried to find some explanations for these contradictory effects, looking at the specific settings of the studies. Apparently, the contradiction of the results cannot be explained by the differences in the conceptual and methodological frameworks. The

\textsuperscript{43} Bogliacino et al. (2012), Piva et al. (2005), Pellegrino et al. (2017).
incongruities were found in all subgroups of studies classified by the type of firm included in the sample, the type of country (developed or developing countries) or the type of sector (industry versus service sector). They were also found in the subgroup of studies with similar methodological settings like the specific instrumental variables used or the inclusion of different control variables. However, in the case of Latin American countries, the positive effect between employment and process innovation is found more frequently. Maybe such countries are at the beginning of the industrialization process or the modernization of their production sector, and in such cases, the most innovative firms show higher overall growth in which the loss of employment due to efficiency is compensated by the gain of market shares. However, future studies should insist on a better explanation of this fact.

**Critical remarks and shortcomings**

In order to interpret the results correctly, it is important to take into account the multiple conceptual and methodological problems. In conceptual terms, it can be stated that the empirical studies are very limited because they only pay attention to the direct micro effects within each of the innovative firms and do not consider the possible indirect effects on other firms or on the global macro-economic international labor market.

Another important shortcoming of the existing empirical evidence, based on the microdata at the firm level, is that it reflects only individual and/or partial effects, while the interdependencies between firms or the impact on the (global) productive system as a whole is not analyzed. It seems that innovative firms create more employment. However, this increase can be based on the existence of a growing market in combination with an increasing market share. Also, it can be partially or totally based on an effect of their behavior on stable or decreasing markets in the form of “business stealing”, absorbing markets from other less innovative or non-innovative firms that therefore show a decrease in their employment level. In this case, the net effects of innovative firms on employment, in a sector, a country or internationally, might be null or even negative. To conclude, it might be the creation of new employment in any country or sector may implicate its destruction in others, because it is obtained at the expense of competitors without analyzing whether there is a net effect on aggregate industry (Pianta, 2005; Katsoulacos, 1986). Again, as mentioned by Greenan and Guellec (2000), the positive effects of a firm may disappear if you repeat the same analysis with sectorial-level data. Another shortcoming in the same sense is the fact that the majority of the studies analyze firms in developed countries with high wages. However, they do not consider the indirect impact due to structural changes and delocalization of labor-intensive production on countries with low wages.

Maybe the most important methodological shortcoming or problem of the existing studies is the assumption of the Hicks-neutral technology parameter. One can hardly believe that the ratio between capital and labor before the introduction of new technology is equal. However, at this moment, no satisfying methodological solution is available, so its use is the only way to assure a technical, correct labor function that allows the estimation of unbiased empirical models. Another methodological shortcoming is that many studies
analyze only the short-term effects, and these differ from medium- and long-term ones. This means that many studies are not able to prove the compensation mechanisms which are based on the long term and refer to macroeconomic labor effects. Therefore, it is impossible to associate the indicators of innovation conceptually in the firms with each of the different compensation mechanisms.

In view of the foregoing, we showed that the results of empirical studies are inconclusive, and several aspects should be solved for a “to the point” overall systemic analysis. According to Vivarelli (2007), “economists cannot propose a clear-cut diagnosis about the employment impact of innovation, either theoretically or empirically”. There is agreement on the fact that technological progress creates welfare. Nevertheless, the destruction of employment is hidden in the back part of the evolution of population, the redistribution of employment (reduction of the workday and partial employment), or sectorial or geographical relocation.

These problems should be considered for future studies. For example, nowadays there are data available to prove the effect of innovation on labor composition. Although there are still limitations in the available data, the innovation surveys include information on the skills and education level of workers. These specific aspects could be analyzed by both of the main methodological approaches reviewed. Another important aspect that can probably be solved in the future is the effect of innovation on employment for developing countries. Some of these countries have improved the data related to innovation (Latin American countries specifically), implementing innovation surveys and including some countries that already offer a (short) panel data set.

Finally, the analysis in the long run (in terms of empirical models) depends on the availability of the appropriate data. This problem is difficult to overcome because it requires a historical series that allows us to isolate the effect of innovation on employment from other potential explanatory variables to assure an accurate conclusion in the long run.
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Appendix

A) Methodological box

Formalizing this problem in form of econometric point of view, endogeneity is generated because the simple OLS model violates the “exogeneity” assumption of the independent variables. To reflect this problem in technical terms, the simple regression model can be written as:

\[ y = \beta_0 + \beta_1 x + u \]  

(3)

In order to control for the possible presence of endogeneity in the model, it is necessary to confirm whether \( \text{cov}(x, u) \neq 0 \). If correlation between \( X \) and \( U \) (the error term) exists, it will generate an endogeneity problem that, if ignored, causes a bias and inconsistency of estimated parameters (in this case, of all the beta parameters).

When the exogeneity assumption is not accomplished, the instrumental variables method is one of the alternative suitable solutions. It is necessary to add some additional information (the instrumental variables \( z \)) that satisfies the following properties. The \( \zetas \) must not be correlated with \( u - \text{cov}(z, u) = 0 \) (the so-called exclusion restriction) and \( z \) has to be correlated with \( x \) \( \text{cov}(z, x) \neq 0 \) (the inclusion restriction). If the added variable satisfies both assumptions mentioned earlier, it can be called an instrumental variable for \( x \).

According to Wooldridge (2015), the exclusion restriction (\( Z \) is not related with \( Y \)) cannot be generally tested. In the majority of the cases, we must maintain the assumption, demanding arguments based on economic and innovative behavior or introspection. In contrast, the inclusion restriction can be tested (given a random sample) estimating a regression between \( x \) and \( z \) (see equation 4). In the case where \( \pi_1 \neq 0 \), it is possible to affirm that the inclusion restriction (\( Z \) affects \( X \)) is achieved.

\[ x = \pi_0 + \pi_1 z + v \]  

(4)