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Abstract 

Expatriate workers’ remittances represent an important source of financing for low- and middle-

income countries. No consensus, however, has yet emerged regarding the effect of remittances 

on economic growth. In a quantitative survey of 538 estimates reported in 95 studies, we find 

that approximately 40% of the studies report a positive effect, 40% report no effect, and 20% 

report a negative effect. Our results indicate publication bias in favor of positive effects. 

Correcting for the bias using recently developed techniques, we find that the mean effect of 

remittances on growth is still positive but economically small. Nevertheless, our results uncover 

noticeable regional differences: remittances are growth-enhancing in Asia but not in Africa. 

Studies that do not control for alternative sources of external finance, such as foreign aid and 

foreign direct investment, mismeasure the effect of remittances. Finally, time-series studies and 

studies ignoring endogeneity issues report systematically larger effects of remittances on growth. 
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1. Introduction 

Remittances sent home by expatriate workers have accelerated dramatically in recent decades, 

from less than 50 billion USD in 1970 (in 2018 dollars) to over 600 billion USD annually in 

2018.1 When one compares the size of different financial flows to low and middle-income 

countries, the volume of remittances proves to be broadly similar to the volume of net received 

foreign direct investment. The importance of remittances is also highlighted by the fact that their 

volume has surpassed triple the volume of all foreign aid (net official development assistance 

received) worldwide. From the macroeconomic perspective, remittances prove relevant 

especially for low-income countries, for which they constitute presently around 6% of gross 

domestic product (GDP). For countries such as Haiti, Kyrgyz Republic, Nepal, El Salvador, and 

Tajikistan, the ratio of remittances to GDP exceeds 20%. Nevertheless, remittances do not flow 

only to low- and middle-income countries. Among the top remittance-receiving countries in 

absolute terms are developed countries including Germany, France, and Belgium (Yang, 2011). 

 

Remittances affect the receiving country’s economy through various transmission channels. On 

the one hand, remittances represent a vital source of external financing for the domestic 

economy, alleviating credit constraints, spurring investment, and thereby contributing positively 

to economic growth (Giuliano & Ruiz-Arranz, 2009). Remittances may also help the domestic 

economy during idiosyncratic recessions because they serve as an insurance mechanism, 

boosting consumption and increasing disposable income when other sources of domestic 

aggregate demand are depressed (Yang & Choi, 2007). On the other hand, remittances can have 

adverse effects, especially by contributing to the Dutch disease or to decreasing labor supply in 

the home country (Acosta et al., 2009).  

 

Despite the obvious importance for low- and middle-income countries, previous research has not 

reached a consensus regarding the effect of remittances on economic growth, both in terms of the 

sign and the size of the estimated coefficient. In an attempt to move towards a consensus, we 

collect 95 published articles that report 538 estimates quantifying the effect of remittances on 

growth. We find that around 40% of these estimates show a positive and statistically significant 

effect on growth. Approximately 20% of the estimates are negative and statistically significant, 

 
1 The figures in this paragraph are based on the most recent data from the World Bank Database, i.e. for 2018. 
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and around 40% are insignificant (based on the conventional 5% significance level). What 

accounts for such vast heterogeneity in the literature? To address this question, we conduct meta-

analysis, a quantitative literature synthesis. We employ up-to-date meta-analysis methods, some 

of them developed in 2019, to analyze the causes of variation among the studies and to estimate 

the mean effect of remittances on growth after correcting for potential biases in the literature.   

 

Meta-analysis represents a set of rigorous quantitative methods designed to review and evaluate 

empirical research (Stanley, 2001; Doucouliagos, 2005). Recent high-quality meta-analyses 

conducted in the field of development economics include Iwasaki & Tokunaga (2014) on the 

impact of foreign investment in transition economies, Benos & Zotu (2014) on the impact of 

education on economic growth, and Gunby et al. (2017) on the nexus between FDI and growth in 

China. But to the best of our knowledge, there has been no meta-analysis on the effect of 

remittances on growth. Using meta-analysis techniques, we focus on the following questions: 

What is the typical effect of remittances on economic growth? Are the reported effects subject to 

publication bias (i.e., preferential treatment of some estimates based on their sign or statistical 

significance)?2 To what extent do characteristics such as research design, data, and estimation 

methods systematically influence the reported results?  

 

We employ both linear and non-linear methods to correct for publication bias and account for 

model uncertainty in meta-analysis using Bayesian model averaging (Steel, 2019, provides an 

excellent and accessible survey of the technique). Our results suggest that the mean effect of 

remittances on growth is positive but economically small. Nevertheless, the mean effect masks 

important systematic heterogeneity. We uncover noticeable regional differences: remittances are 

growth-enhancing in Asia but not in Africa. In addition, our results show that the studies that do 

not control for alternative sources of external finance, such as foreign aid and foreign direct 

investment, mismeasure the effect of remittances. Therefore, a correct regression specification, 

especially one including other concurrent sources of external finance, is key for identifying the 

effect of remittances on economic growth accurately. Finally, our results indicate that time-series 

 
2 Important recent contributions on publication bias in economics include Brodeur et al. (2016), Ioannidis et al. 

(2017), Brodeur et al. (2018), Christensen and Miguel (2018), Andrews and Kasy (2019), and Furukawa (2019). 
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studies and studies ignoring endogeneity problems find systematically larger effects of 

remittances on growth. 

 

The remainder of this paper is organized as follows: Section 2 presents how the effect of 

remittances on economic growth is typically estimated in the literature and provides an overview 

of the empirical studies on the topic (in line with the meta-analysis literature, we call them 

“primary studies”). Section 3 describes the methodology and data used in this paper. Section 4 

provides weighted means of the reported effects of remittances on growth in both the short- and 

the long-term perspective. Section 5 presents the empirical results on potential publication bias 

and the remittances effect corrected for such bias. Section 6 analyzes the sources of 

heterogeneity in the literature. Section 7 provides concluding remarks. Robustness checks and 

the list of the studies included in the dataset are presented in the Appendix. The data and codes 

are available in an online appendix at meta-analysis.cz/remittances. 

 

2. Measuring the effect of remittances on growth 

In this section we briefly describe how primary studies estimate the effect of expatriate workers’ 

remittances on the economic growth of the receiving country and discuss the basic characteristics 

in which the studies differ. Our intention here is not to provide a detailed review of estimation 

methodology; for a detailed survey, we refer the reader to Yang (2011). 

 

Primary studies typically estimate a variant of the following regression: 

 𝐺𝐺𝑖𝑖𝑖𝑖 = 𝛼𝛼 + 𝛽𝛽𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 + 𝛾𝛾𝑋𝑋𝑖𝑖𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖,                                                  (1) 

 

where i and t denote country and time subscripts, 𝐺𝐺𝑖𝑖𝑖𝑖 represents a measure of economic growth, 𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 is a measure of remittances, 𝑋𝑋𝑖𝑖𝑖𝑖 stands for a vector of control variables accounting for 

other factors affecting economic growth (e.g., financial development, trade openness, foreign 

aid, foreign direct investment, and efficiency of institutions), and 𝜖𝜖𝑖𝑖𝑖𝑖 is the error term. Equation 

(1) reflects the general and common panel data specification but can be easily reduced to a cross-

section or time-series setting.  
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Approximately 30% of the primary studies distinguish between the short- and long-term effect of 

remittances on growth using a version of the error correction model. The estimated specification 

then usually takes the following form: 

 

              𝛥𝛥𝐺𝐺𝑖𝑖𝑖𝑖 = 𝛼𝛼 + 𝛽𝛽𝛥𝛥𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 + 𝛾𝛾𝛥𝛥𝑋𝑋𝑖𝑖𝑖𝑖 + 𝜆𝜆(𝐺𝐺𝑖𝑖𝑖𝑖−1 −  𝜌𝜌 −  𝜍𝜍𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖−1) + 𝜖𝜖𝑖𝑖𝑖𝑖,                          (2) 

 

where Δ denotes the first-difference operator, 𝛽𝛽 reflects the short-term effect of remittances on 

growth, the coefficient 𝜍𝜍  captures the long-term effect, and 𝜆𝜆 represents the speed of adjustment 

towards the long-run equilibrium. 

 

The primary studies typically use panel or time-series techniques, while only a few studies 

ignore the time dimension and analyze cross-section data. Nearly 60% of primary studies attempt 

to address endogeneity issues, most commonly using an instrumental variables framework.  The 

studies tend to analyze a rich set of countries at a different level of economic development and 

from different continents. Focusing solely on low-income countries or small regional groups of 

countries is less common. The primary studies also differ in the use of the dependent variable: 

around half of the studies use GDP growth, while close to the other half uses the level of GDP. 

The remaining studies employ total factor productivity (TFP) as the dependent variable (Rao & 

Hassan, 2012; Jayaraman et al., 2012). 

 

Many studies use several econometric methods to assess the robustness of their results (Cooray, 

2012; Kratou & Gazdar, 2016; Konte, 2018). But primary studies differ in terms of the 

thoroughness and magnitude of robustness checks. For example, the number of equations 

reported per study is different for papers that use time series and panel data, with an average of 3 

equations for time series and 7.5 equations for panel data. Some studies analyze the data at a 

regional level (e.g., Nyamongo et al., 2012; Ramirez, 2013;), while others work with a world-

wide dataset (e.g., Feeny et al., 2014; Konte, 2018).  

 

Around one-fifth of the primary studies include an interaction term between remittances and 

another explanatory variable.  Financial development is the most common conditioning factor 

employed in the interaction terms. Mundaca (2009) finds that while remittances have a positive 
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long-run effect on economic growth, financial inclusion can further enhance the positive 

relationship. Mohamed & Sidiropoulos (2010) reach the conclusion that remittances have a 

positive impact on economic growth both with and without interacting remittances and financial 

development. Nevertheless, Bettin & Zazzaro (2012) find that remittances only exhibit a positive 

effect on economic growth in countries with an efficient domestic banking sector, which, 

according to the authors, can serve as an efficient intermediary in channeling remittances to 

growth-enhancing projects. 

 

Catrinescu et al. (2009) offer a different conditioning variable: the quality of domestic 

institutions. Institutions represent an important determinant of the effect of remittances on the 

receiving economy. Several other studies also support this conclusion (e.g., Mohamed & 

Sidiropoulos, 2010; Singh et al., 2010; Bettin & Zazzaro, 2012). On the other hand, Imad (2017) 

finds that while institutions contribute to economic growth, there is no direct relation between 

remittances and economic growth. 

 

Overall, the primary studies differ not only in terms of estimation approaches, the choice of the 

dataset, and regression specifications. The studies also differ with regard to their findings. 

Approximately 40% of the studies document a positive effect of remittances on growth (see, for 

example, Cooray (2012), Driffield & Jones (2013), Lartey (2013), Nsiah & Fayissa (2013), Imai 

et al. (2014)). In contrast, Chami et al. (2005) find a negative effect and attribute it to the moral 

hazard problem. Examples of other studies that also indicate a negative effect include Le (2009), 

Singh et al. (2010), Raimi & Ogunjirin (2012), and Nwosa & Akinbobola (2016). Overall, 20% 

of primary studies report a negative effect of remittances on economic growth.  

 

In addition, approximately 40% of the primary studies suggest that remittances have no 

significant impact on economic growth, or that such an effect is ambiguous (see, among others, 

Rao & Hassan, 2012; Senbeta, 2013; Feeny et al., 2014; Konte, 2018).3  

 
3 There are several studies in the literature on the effect of remittances on growth that apply Granger causality tests 

(Ahamada & Coulibaly, 2013; Tsaurai, 2015; Golitsis et al., 2018), and we do not include these studies in the meta-

analysis because a higher number of lags of remittances undermine their comparability to other primary studies. 
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3. Methodology and data  

In conducting this quantitative synthesis, we follow the guidelines for the meta-analysis of 

economic research developed by Stanley et al. (2013). We search for potentially relevant studies 

in Scopus using the following keyword combination: “remittances + economic growth”. The 

search was conducted on 23rd April 2018 and identified 460 published articles.  

 

Nevertheless, in the meta-analysis we can only include articles that undergo an empirical 

analysis, report the size of the effect of remittances on economic growth, and measure the 

precision of the effect size (using the standard error, t-statistic, p-value, or another other 

approach from which the standard error can be recomputed, such as sample means in the case 

when the delta method has to be used).4  

 

An additional adjustment to the dataset was performed to account for the primary studies that 

include an interaction term between remittances and other variables, most commonly the 

interaction between remittances and financial development. These studies represent around one-

sixth of all the articles in the dataset. To account for interaction terms in our framework, we 

follow Havranek et al. (2016), calculate the average marginal effect of remittances on growth, 

and apply the delta method to approximate the respective standard errors: 

 𝑀𝑀𝑀𝑀𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑀𝑀𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅 + 𝑀𝑀𝐸𝐸𝐼𝐼𝐼𝐼 ∗ 𝑀𝑀𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀_𝑉𝑉𝑀𝑀𝑉𝑉,                                                    (3) 

 

where 𝑀𝑀𝑀𝑀𝑅𝑅𝑅𝑅𝑅𝑅 denotes the marginal effect of remittances, 𝑀𝑀𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅 is the estimated effect size of 

remittances reported by the primary study, 𝑀𝑀𝐸𝐸𝐼𝐼𝐼𝐼 represents the estimated coefficient reported for 

the interaction term, and 𝑀𝑀𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀_𝑉𝑉𝑀𝑀𝑉𝑉 is the mean value of the variable included in the 

interaction term, reported in the summary statistics of the primary study. Since some of the 

originally considered articles did not report summary statistics for explanatory variables, the 

method in the Eq. (3) could not have been applied for these studies, and the corresponding 

estimates were excluded from the final dataset.  

 
4 One paper reports only significance levels (depicted by an asterisk) and not the actual measure of precision. For 

this paper, the average expected p-values were assigned based on the interval of p-values corresponding to 

significance levels and were included in the dataset. Our results do not change up to the second decimal place if we 

omit this study from the analysis. 
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The standard errors for the marginal effect of remittances are computed, as we have noted, using 

the delta method. Because the entire dataset used in a primary studies is typically not available to 

us, we do not have information on covariation between variables, and thereferore assume the 

covariances to be zero. So we have 

 𝐸𝐸𝑀𝑀𝑀𝑀𝑀𝑀𝑅𝑅𝑅𝑅𝑅𝑅 = �𝐸𝐸𝑀𝑀𝑀𝑀𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅2 + 𝐸𝐸𝑀𝑀𝑀𝑀𝐸𝐸𝐼𝐼𝐼𝐼2 ∗ 𝑀𝑀𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀_𝑉𝑉𝑀𝑀𝑉𝑉2 ,                                        (4) 

 

where 𝐸𝐸𝑀𝑀𝑀𝑀𝑀𝑀𝑅𝑅𝑅𝑅𝑅𝑅denotes the standard error of the marginal effect of remittances,  𝐸𝐸𝑀𝑀𝑀𝑀𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅  is the 

standard error of the estimated effect size of remittances reported by the primary study, and 𝐸𝐸𝑀𝑀𝑀𝑀𝐸𝐸𝐼𝐼𝐼𝐼  represents the standard error of the estimated coefficient reported for the interaction term. 

Discarding the estimates with standard errors approximated using the delta method does not 

change our results qualitatively.  

 

Our final dataset includes 95 articles with 538 equations (the number of equations per study 

ranges from 1 to 40, with an average of 6 equations per study) and is available in an online 

appendix at meta-analysis.cz/remittances. The list of studies included in the meta-analysis is 

reported in Appendix A. We only consider the primary studies that are published, and there are 

three reasons for this strategy. First, feasibility: we already have 95 studies in our dataset, which 

is a high number for a meta-analysis in economics. Collecting and checking the data from 

upublished studies would take several additional months. Second, quality: published studies have 

been subjected to peer-review, so we expect them to be, on average, of higher quality than 

unpublished manuscripts. Unpublished papers are also more likely to contain typos in their 

regression tables, which complicates meta-analysis and contributes to attenuation bias. Third, 

publication bias: Rusnak et al. (2013) show that both published and unpublished primary studies 

display a similar degree of publication bias, as unpublished papers are written with the intention 

to publish. 

 

The primary studies also differ in their use of a proxy for economic growth. About 70% of the 

studies use the GDP growth (real or nominal) as the dependent variable, while others use the 

level of GDP for the same purpose. We decided not to exclude the studies employing the GDP 
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level. As a robustness check, we conduct the meta-analysis on the dataset including only the 

equations using GDP growth, and obtain results that are similar to our baseline case. The 

corresponding estimations are reported in the Table B1 and Table B2 in Appendix B.  

 

Furthermore, we divide the dataset into two subsets, distinguishing between equations estimating 

the long-term and short-term effect with 490 and 48 observations, respectively. We exclude three 

outliers for which the t-statistic lies more than 5 standard deviations away from the mean; they 

probably represent typos in primary studies. Thus 487 observations remain for long-term effects, 

and 48 for short-term effects. We understand that the sample of 48 observations does not 

represent a sufficiently large sample on its own, but keep it for the sake of comparison with the 

main, long-run dataset. 

 

4. Estimating the mean effect 

The estimated regression coefficients of the effect of remittances on economic growth collected 

from the primary studies are sometimes not directly comparable because these studies differ in 

their use of proxies for both remittances and economic growth. Besides, they also vary in the 

way they transform the respective variables. Therefore, following several previous meta-analyses 

(e.g., Doucouliagos, 2005; Babecky & Havranek, 2014; Havranek et al., 2016), we use the partial 

correlation coefficient (PCC) to standardize the effect sizes across the primary studies. We 

calculate the PCC as follows: 

 𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 =
𝑖𝑖𝑖𝑖𝑖𝑖�𝑖𝑖𝑖𝑖𝑖𝑖2+𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 ,                                                                   (5) 

 

where 𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 denotes the partial correlation coefficient from regression i in study s, 𝑡𝑡𝑖𝑖𝑖𝑖 denotes 

the corresponding t-statistic, and 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖 corresponds to the number of degrees of freedom. 𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 
represents the partial correlation coefficient between remittances and economic growth and 

indicates the strength and the direction of the relationship between the two when all other 

variables are held constant; it can take values within the interval [-1,1]. The sign of the partial 

correlation coefficient remains the same as the sign of the coefficient β in equation (1). For each 

partial correlation coefficient, we calculate the corresponding standard error according to the 
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following formula, which makes it clear that the t-statistic remains the same for PCC and the 

original coefficient reported in the paper:  

 𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 =
𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  ,                                                                       (6) 

 

where 𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 denotes the standard error of the partial correlation coefficient from regression i in 

study s, and 𝑡𝑡𝑖𝑖𝑖𝑖 is the corresponding t-statistic. 

 

Table 1 reports summary statistics for the partial correlation coefficient, separately for the 

datasets of long- and short-term effects of remittances on economic growth. The simple averages 

are 0.103 for the long-run effect and -0.015 for the short-run effect. This result suggests that 

while remittances may contribute to economic growth in the long run, they do not necessarily do 

so in the short run.  

 

Nevertheless, a simple mean of partial correlation coefficients suffers from the following 

shortcomings as an estimate of the underlying effect. First, it does not take into account the 

precision of the estimate, as in this case each partial correlation coefficient carries the same 

weight regardless of the size of the sample from which it was obtained. Second, the simple 

average does not account for potential publication selection, which can bias the reported effect. It 

is more appropriate to apply the fixed effects and random effects models (Borenstein et al., 

2011); we note that these are the terms used in the quantiative synthesis literature, which do not 

correspond to fixed and random effects in econometrics.  

 

The fixed-effects approach weights the partial correlation coefficients by the inverse of their 

estimated variance. Thus, the obtained average is 0.053 for the long-run and -0.059 for the short-

run effect. This finding implies that when larger weights are assigned to larger studies, the mean 

effect decreases, which may indicate selection bias. The random-effects approach accounts for 

between-study heterogeneity (as different studies will use different datasets and will apply a 

different methodology to estimate the effect of remittances on economic growth). The average 

obtained by the random effect model broadly confirms the findings of the previous two methods, 

yielding the estimates of 0.095 for long-run and -0.020 for short-run effects.  
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Table 1: Partial correlation coefficients for the effect of remittances on economic growth 

 
Notes: PCC denotes the estimated partial correlation coefficient for the impact of remittances on 

economic growth. A simple average is the arithmetic mean of the effect size of remittances on economic 

growth.  The fixed-effects estimator weights the partial correlation coefficients by the inverse of their 

variance. The random-effects estimator weights the partial correlation coefficients by the inverse of their 

variance, additionally accounting for heterogeneity amongst primary estimates. 

 

Table 1 shows that the means of partial correlation coefficients for the long-run effect of 

remittances are significant at the 1% level, while the corresponding short-run averages are 

statistically insignificant (except the fixed-effects estimate, which is significant at the 5% level). 

Doucouliagos (2011) provides guidelines on the interpretation of partial correlation coefficients 

in economics and suggests that values larger than 0.327 suggest a strong effect, values between 

0.173 and 0.327 represent a medium effect, values between 0.173 and 0.070 suggest a small 

effect, and values below 0.070 suggest no effect at all. We conclude that our results suggest a 

small effect of remittances on economic growth in the long-run and no effect in the short-run. 

 

Nevertheless, it is important to emphasize that the numbers reported above may be biased. First, 

these numbers do not account for the fact that estimates with different signs and statistical 

significance may have a different probability of being reported; the problem is usually referred to 

as publication bias or selective reporting.5 Second, these numbers do not properly account for 

heterogeneity in the methodology of primary studies. Although the random-effects model allows 

for heterogeneity, it assumes it to be random, which does not have to be realistic. We discuss 

both issues in the next sections, where we further develop our estimation approach towards 

identyfing the effect of remittances on economic growth. 

 

 
5 There is some confusion on terminology in this respect. The most common term is “publication bias” and is 

typically understood as including all forms of selection. But some authors distinguish between publication bias 

occurring between studies and “p-hacking” occurring within studies. We use the more inclusive definition of 

publication bias. Selective reporting is probably a better term, but less frequently used in the literature. 

Number of estimates 469 48

Averages PCC PCC

Simple Average 0.103 0.077 0.128 -0.015 -0.108 0.079

Fixed effects 0.053 0.048 0.058 -0.059 -0.088 -0.031

Random effects 0.095 0.077 0.112 -0.020 -0.109 0.068

Long-term Short-term

95% CI 95% CI
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5. Consequences of publication bias 

Publication bias occurs in academic research whenever researchers, reviewers, or editors prefer 

certain research outcomes: for example, estimates that are in line with the prevailing theory or 

that are statistically significant at standard levels (Stanley, 2005). The field of economic research 

is no exception, and many meta-analytical studies document publication bias. For example, 

Doucouliagos (2005) shows that the literature on the nexus between economic freedom and 

economic growth is strongly affected by bias. Doucouliagos & Stanley (2009) document 

publication bias in the literature on the minimum-wage effects. Havranek et al. (2012) find that 

studies on the price elasticity of gasoline demand also suffer from publication selection bias. 

Rusnak et al. (2013) report evidence of publication selection against the price puzzle in the 

studies on the impact of monetary policy shocks on the price level, especially for the responses 

with longer horizons following monetary policy shocks. Harrison et al. (2017) conclude that 

publication bias affects many topics in research dedicated to strategic management. Therefore, 

previous meta-analyses suggest that publication bias is commonly present and that it is advisable 

to examine its potential effects. 

 

Following the standard approach in research synthesis, we examine the funnel plot for the effect 

of remittances on economic growth. Figure 1 provides the results separately for the long-term 

and short-term coefficients. The horizontal axis shows the standardized effect size calculated for 

each estimate from the primary studies. The vertical axis represents the precision of the 

estimates. In the absence of publication bias, the funnel plot should resemble a symmetrical 

inverted funnel, with the most precise estimates concentrated close to the underlying effect 

(which in the absence of publication bias would be the line representing the mean estimate). The 

less precisely estimated effects are supposed to be widely dispersed at the bottom of the figure. 

Both positive and negative estimates with low precision would be depicted in the funnel plot 

with the same frequency, giving rise to the symmetry of the plot. In the presence of publication 

bias against positive or negative estimates, however, the funnel plot will not be symmetric. In 

case the statistically significant estimates are preferred to the insignificant ones, the funnel plot 

becomes hollow, as the observations with low precision and low magnitudes are 

underrepresented. 
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Figure 1. Funnel plots the long-run (left) and short-run (right) 

Notes: The figure represents a scatter plot of the reported estimates of the effect of remittances on 

economic growth, transformed into partial correlation coefficients. The vertical axis represents the 

precision of the respective partial correlation coefficients (calculated as the inverse of the corresponding 

standard errors). The dashed vertical line displays the sample median; the solid vertical line displays the 

sample mean. 

 

A visual inspection of the funnel plots in Figure 1 indicates that, regarding the long-run effect of 

remittances, the right-hand side of the funnel plot appears to be somewhat denser. This result 

suggests an inclination for preferentially reporting the positive impact of remittance on economic 

growth. Also, the funnel plot appears to be hollow at the bottom, which can indicate preference 

for statistically significant results in the literature. Regarding the short-run effect in the right-

hand part of Figure 1, the funnel plot suggests that the low number of observations prevents us to 

draw any conclusions, although the reported mean effect suggests that the short-run effect of 

remittances might be negative. In any case, the funnels are not overly asymmetric: if there is any 

publication bias, it does not seem to be especially strong. 

 

Some researchers criticize the use of PCCs (e.g., Sachar, 1980) since the transformation of data 

might affect the outcome of a meta-analysis. In our case, however, PCCs remain the only option 

for a full-fledged meta-analysis. Therefore, to check the impact of the PCC transformation, we 

generate a funnel plot for a subsample of estimates in our dataset where the choice of the 

dependent variable and proxy for remittances is homogeneous, and we can work with elasticities 

instead of PCCs. We choose the primary studies that use the growth of real GDP per capita as the 
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dependent variable and the share of remittances to GDP as a proxy for remittances. This gives us 

192 observations, and the respective funnel plot, which is depicted in Appendix C, overall 

confirms our preliminary conclusions: the funnel plot is slightly asymmetric, with a denser right-

hand side and a hollow bottom part. 

 

Nevertheless, a visual inspection of a funnel plot is always subjective. A more formal testing is 

necessary to determine the presence of the publication bias and to estimate the underlying effect 

of remittances on economic growth. To test for publication bias formally, we proceed to the so-

called funnel asymmetry test, which implies estimating the following regression: 

 𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖,                                                                (7) 

 

where 𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 and 𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 are the partial correlation coefficients and the corresponding standards 

errors previously defined, respectively, and 𝜖𝜖𝑖𝑖𝑖𝑖 represents the regression error term. The 

coefficient 𝛽𝛽0 denotes the true effect corrected for publication bias (under the important 

assumption that publication selection is a linear function of the standard error), and coefficient 𝛽𝛽1 

indicates the direction and magnitude of publication bias. 

 

The above approach, which is based on Card & Krueger (1995) and Stanley (2005), considers 

that in the absence of publication bias the estimated effect should be randomly distributed across 

studies, and the estimated effect size should not be correlated with its standard error. If the 

opposite is true, publication bias is present and certain estimates are preferred over the others, the 

relationship between the estimated effect size and the standard error becomes significant. The 

lack of any correlation between the two quantitities in the absence of publiacation bias is a direct 

consequence of the properties of the econometric methods used in primary studies. These 

methods ensure that the ratio of the estimate to its standard error has a t-distribution, which in 

turn ensures that the nominator and denominator of the ratio are independent quantities. 

 

We have to take into account the fact that Eq. (7) is heteroskedastic by definition because the 

explanatory variable is estimated as the standard deviation of the dependent variable. To control 

for heteroskedasticity and to obtain more efficient estimates, we use the weighted least squares 
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(WLS) estimator, as suggested by previous research and Monte Carlo simulations (e.g., Stanley 

& Doucouliagos; 2015). Therefore, we multiply Eq. (7) by the precision of estimates (1/𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖) 
and obtain the following regression: 

 𝑀𝑀𝐸𝐸𝑀𝑀𝑇𝑇𝑀𝑀𝑖𝑖𝑖𝑖 = 𝛽𝛽0 1𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 + 𝛽𝛽1 + 𝜖𝜖𝑖𝑖𝑖𝑖 1𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 ,                                                    (8) 

 

where 𝑀𝑀𝐸𝐸𝑀𝑀𝑇𝑇𝑀𝑀𝑖𝑖𝑖𝑖 =
𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖  and is the t-statistic of the partial correlation coefficient. To assess the 

robustness of the results, we apply the following methods along with WLS:  iteratively re-

weighted least squares (robust WLS); fixed-effects estimates (WLS with study dummies) and 

mixed-effects estimates (study-level random effects estimated by the restricted maximum 

likelihood method suitable for an unbalanced panel); instrumental variable estimates with the 

inverse of the square root of the degrees of freedom used as instrument for the standard error (as 

it is directly correlated with standard errors, but not much with the choice of methodology 

applied)6; and lastly, we run the WLS estimation weighted by the inverse number of equations 

reported per study.  

 

Table 2. Test of publication bias, the long-run effect of remittances on economic growth 

 

Note: The dependent variable is PCC; the estimated equation is 𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖 
Specifications (1) - (5) are weighted by inverse variance. Specification (6) is weighted by the inverse of 

the number of equations per study. Specifications (1), (3), (5), and (6) are estimated with standard errors 

clustered at the study level to account for likely within-study correlation of reported results. Specification 

(1) and (6) are estimated using WLS. Specification (2) is estimated using iteratively re-weighted WLS. 

Specifications (3) and (4) are the panel data regressions with fixed and mixed effects, respectively. 

Specification (5) is a panel data instrumental variables regression with fixed effects and the inverse of the 

square root of the number of degrees of freedom used as an instrument. Standard errors are reported in 

parentheses. *, ** and *** denote significance at the 10%, 5% and 1% levels. 

 
6 The standard error can be endogenous if some method choices affect both the estimate and the standard error. 

Moreover, the standard error is estimated, which causes attenuation bias in meta-analysis. 

(1) (2) (3) (4) (5) (6)

WLS, clustered WLS, robust FE, clustered ME IV, clustered WLS, Equations, 

Publication bias 1,499** 1,116*** 0,070 1,212** 3,351** 0.614

(0,56) (0,23) (0,57) (0,40) (1,12) (0,57)

Effect beyond bias -0,019 -0,026* 0,071 0,058** -0,136* 0,133*

(0,03) (0,01) (0,04) (0,02) (0,06) (0,06)

Observations 487 487 487 487 487 487

Long-term
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In Table 2 we report the results of the tests for publication bias and the underlying effect of 

remittances corrected for the bias in the case of the long-run effect. The results indicate modest 

evidence for bias. Nevertheless, the results obtained by fixed effects, which is often seen as the 

most appropriate method because it controls for unobservable study-level differences, suggest 

statistically insignificant publication bias. Furthermore, according to the classification proposed 

by Doucouliagos & Stanley (2013), while the magnitude of the selectivity is substantial in the 

majority of specifications (with the value of 𝛽𝛽1 in the interval between 1 and 2), it is “little to 

modest” according to the fixed effects estimation and the estimation weighted by the number of 

equations per study (with 𝛽𝛽1 being less than 1). The underlying effect corrected for publication 

bias varies with respect to the applied methodology and in terms of statistical significance.   

 

The problem with the regressions in Table 2 is that they assume a linear relation between 

publication selection and the standard error, which is unrealistic. In practice, estimates that are 

sufficiently precise to deliver statistical significance at the 5% level (or lower), are unlikely to 

suffer from publication bias. In that case, a linear approximation will overdo the correction for 

publication bias and create a downward bias, a bias in the opposite direction. To account for this 

problem, we additionally employ methods that allow for a nonlinear relation between selection 

effort and standard errors. 

 

The first such technique is the “Top10” approach introduced by Stanley et al. (2010), who find 

that removing the 90% of the results with the least precise estimates will considerably reduce 

publication bias and is often more efficient in estimating the underlying effect than more 

conventional methods. The average long-term remittances effect calculated by the “Top10” 

method is 0.025, which, when compared to the average of 0.103 for the full dataset, also 

indicates publication bias. In addition, we apply the method of the weighted average of the 

adequately powered estimates (WAAP) by Ioannidis et al. (2017) and obtain the corrected effect 

of 0.042, which is quite close to the results produced by the “Top10” approach. Furthermore, we 

use the recent selection model proposed by Andrews & Kasy (2019) and obtain a mean corrected 

effect of 0.121, which would suggest no bias. And finally, we apply the stem-based bias 

correction method proposed by Furukawa (2019), which focuses on the most precise studies: 

these studies form the “stem” of the funnel plot. The coefficient obtained by the stem-based 
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approach is 0.036. The results of the robustness check confirm that once the correction for 

publication bias is performed, the underlying effect of remittances on economic growth is small 

in all of the methodological approaches: none pasess Doucouliagos’s bar for a medium effect.  

 

Next, we assess publication bias for the short-term effect of remittances. We present the results 

of linear methods in Table 3 and fail to find evidence for the bias (FE is not presented, as it 

makes little sense in this case given the small number of studies covered that present more than 

one estimate). We do not report the results of nonlinear techniques, but they provide a similar 

picture. Nevertheless, the lack of apparent bias may be a consequence of small sample, to a 

certain extent.  

 

Table 3. Test of publication bias, the short-run effect of remittances on economic growth 

 

Note: The dependent variable is PCC; the estimated equation is 𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖 
Specifications (1) - (4) are weighted by inverse variance. Specification (5) is weighted by the inverse of 

the number of equations per study. For more details, see notes to Table 2. 

 

6. Consequences of heterogeneity 

We now take a step beyond the evidence presented in the previous section and examine how, in 

addition to publication bias, heterogeneity among and within primary studies matters for the 

reported results. As already outlined in Section 2, the primary studies vary in many aspects: they 

use different conditioning variables, different definitions of dependent variable, and various 

samples or econometric approaches. To evaluate the role of systematic heterogeneity among 

primary studies on the estimated effect of remittances on growth, we extend the Eq. (8) by 

adding variables that capture the features in which the primary studies vary: 

 

(1) (2) (3) (4) (5)

WLS, clustered WLS, robust ME IV, clustered WLS, Equations, 

clustered

Publication bias 0,751 0,454 0,751 1,158 0,359

(0,53) (0,64) (0,76) (0,83) (0,99)

Effect beyond bias -0,124* -0,094 -0,124 -0,172 -0,017

(0,05) (0,06) (0,08) (-0,08) (0,15)

Observations 48 48 48 48 48

Short-term
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𝑀𝑀𝐸𝐸𝑀𝑀𝑇𝑇𝑀𝑀𝑖𝑖𝑖𝑖 = 𝛽𝛽0 1𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 + 𝛽𝛽1 + ∑ 𝛾𝛾𝑘𝑘 ∗ 1𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑁𝑁𝑘𝑘=1 ∗ 𝑍𝑍𝑘𝑘𝑖𝑖𝑖𝑖 + 𝑢𝑢𝑖𝑖𝑖𝑖 1𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 ,                              (9) 

 

where k is the number of moderator variables, 𝛾𝛾𝑘𝑘 is the coefficient on the respective moderator 

variables, 𝑍𝑍𝑘𝑘𝑖𝑖𝑖𝑖 denotes the moderator variables listed in Table 4, which can have an effect on the 

estimates reported in the primary studies, and 𝑢𝑢𝑖𝑖𝑖𝑖 is the error term. 

 

Table 4 presents and explains the explanatory variables that we include in our meta-analysis. The 

choice of the variables largely follows previous meta-analyses (for example, Babecky & 

Havranek, 2014; Valickova et al., 2015). The variables are divided into the following categories: 

the measure of economic growth, the measure of remittances, the choice of control variables, 

data and estimation characteristics, publication characteristics, and the region and income level 

of the countries included in the sample. 

 

The category regarding the measurement of economic growth accounts for the choice of the 

dependent variable in the primary studies. Most of the studies use GDP per capita, and around 

two-thirds of the equations reported in the primary studies use real GDP as the dependent 

variable, opposed to nominal GDP. Around half of the equations are log-transformed. 

Remittances are typically expressed as the ratio to the GDP in primary studies (72% of the 

cases). Sometimes the absolute value of remittances is used. The remittances per capita or the 

growth rate of remittances are used rarely but do occur in the literature.   

 

The category of control variables indicates whether primary studies control for macroeconomic, 

institutional, and country context. Primary studies control for trade openness in two-thirds of the 

cases and for financial development in nearly one-half of the cases. Somewhat surprisingly, only 

one-fourth of regression specifications in the primary studies include a measure of institutional 

quality. Researchers also sometimes employ the interaction of remittances and selected other 

variables, such as financial development, to assess whether the effect of remittances on growth is 

conditional on other country characteristics. 
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Table 4. Description and summary statistics of explanatory variables 

 

Note: Typically, primary studies address endogeneity by applying the generalized method of moments 

models, two-stage least squares, or the autoregressive distributed-lagged model. 

 

Mean St. Dev. Mean St. Dev.

TSTAT Estimated t-statistic of the effect size 1.19 3.30 -0.29 2.88

PCC Partial correlation coefficient 0.10 0.29 -0.01 0.32

Precision Precision of the estimated partial correlation coefficient (the inverse of the 

standard error) 15.83 8.83 8.44 5.26

Measure of economic growth 

GDP per Capita Dummy, 1 if dependent variable is reported per capita, 0 otherwise 0.86 0.35 0.40 0.49

Nominal GDP Dummy, 1 if dependent variable is adjusted for inflation, 0 otherwise 0.32 0.47 0.48 0.50

Growth of GDP Dummy, 1 if growth of GDP is used as dependent variable, 0 otherwise 0.71 0.45 0.50 0.51

Log transformation of GDP Dummy, 1 log transformation of dependent variable is applied, 0 otherwise 0.52 0.50 0.40 0.49

Measure of remittances

Remittances in absolute values Dummy, 1 if remittances in absolute values are used, 0 otherwise 0.24 0.43 0.23 0.42

Remittances per capita Dummy, 1 if remittances per capita are used, 0 otherwise 0.04 0.19 0.08 0.28

Remittances of GDP (base cathegory) Dummy, 1 if remittances as % of GDP are used, 0 otherwise 0.72 0.45 0.67 0.48

Growth of remittances Dummy, 1 if growth of remittances is used, 0 otherwise 0.08 0.27 0.23 0.42

Control variables

Foreign aid Dummy, 1 if foreign aid is included, 0 otherwise 0.10 0.31 0.17 0.38

Foreign direct investment Dummy, 1 if foreign FDI is included, 0 otherwise 0.27 0.44 0.52 0.50

Trade opennes Dummy, 1 if trade openness is included, 0 otherwise 0.67 0.47 0.56 0.50

Financial development Dummy, 1 if financial development is included, 0 otherwise 0.46 0.50 0.21 0.41

Quality of institutions Dummy, 1 if quality of institutions is included, 0 otherwise 0.26 0.44 n/a n/a

Interaction Dummy, 1 if interaction term of remittances with other variable is included, 

0 otherwise 0.21 0.41 n/a n/a

Data & estimation characteristic

Panel data (base cathegory) Dummy, 1 is dataset is panel, 0 otherwise 0.72 0.45 0.27 0.45

Time series Dummy, 1 is dataset is time series, 0 otherwise 0.19 0.39 0.73 0.45

Cross-section Dummy, 1 is dataset is cross-section, 0 otherwise 0.04 0.20 n/a n/a

Number of countries Logarithm of number of countries in the sample 2.96 1.44 1.23 0.90

Time span Logarithm of number of years in the sample 3.28 0.42 3.30 0.53

Length of time unit Logarithm of number of years in the time unit 1.15 0.68 0.67 0.09

Number of variables Logarithm of number of explanatory variables 1.96 0.43 1.74 0.25

Homogeneity Dummy, 1 is the dataset is homogeneous (a single region), 0 otherwise 0.43 0.50 0.94 0.24

Control for endogeneity Dummy, 1 if the primary study controls for endogeneity, 0 otherwise 0.59 0.77 0.67 0.48

Publicaiton characteristics

Citations Logarithm of number of Google Scholar citations 3.29 2.11 1.63 0.94

Journal impact factor Recursive impact factor of journal from RePEc 0.12 0.19 0.01 0.02

Regions

Europe Dummy, 1 if only countries from Europe are included in the sample, 0 

otherwise 0.03 0.17 0.10 0.31

East Asia and Pacific (EAP) Dummy, 1 if only countries from East Asia and Pacific are included in the 

sample, 0 otherwise 0.03 0.18 0.06 0.24

South Asia (SA) Dummy, 1 if only countries from South Africa are included in the sample, 0 

iotherwise 0.13 0.34 0.13 0.33

Latin America and Caribbean (LAC) Dummy, 1 if only countries from Latin America and Caribbean are included 

in the sample, 0 otherwise 0.06 0.24 0.08 0.28

Middle East and North Africa (MENA) Dummy, 1 if only countries from Middle East and North Africa are included 

in the sample, 0 otherwise 0.07 0.25 0.08 0.28

Sub-Saharan Africa (SSA) Dummy, 1 if only countries from Sub-Saharan Africa are included in the 

sample, 0 otherwise 0.10 0.30 0.48 0.50

Income level

Low income Dummy, 1 if only countries with low income are included in the sample, 0 

otherwise 0.04 0.20 0.21 0.41

Variable Definition
Long-run Short-run
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Data and estimation characteristics include dummy variables corresponding to the type of the 

dataset (panel data, time series, or cross-section), and sample characteristics such as the 

logarithm of the number of countries, the number of time units in the sample, and the length of 

time units. For the long-run effect, the use of panel data is dominant, with an average length of a 

time unit of 3.3 years. Most studies that distinguish between short- and long-run effects use time 

series, typically of the annual frequency. We further control for the number of explanatory 

variables included in the regression (excluding dummy variables used for fixed effects). On 

average, one study has about seven explanatory variables. We also account for the fact whether 

the set of countries included in the sample is considered homogeneous (a single region) and 

whether the primary studies try to control for endogeneity in the regression (this is the case in 

60% of regression specifications). 

 

Regarding publication characteristics, we control for the number of Google Scholar citations and 

the journal impact factor as additional indirect proxies for study quality. We use the RePEc 

recursive discounted impact factor for the journal where the primary studies were published. 

 

In addition, since remittances might have a different effect on economic growth in different 

regions, we include regional variables to account for any potential impact. We also construct 

dummy variables for studies that cover only low-income economies. As the base category for our 

heterogeneity analysis, we choose panel data regression with the share of remittances of GDP as 

the explanatory variable – the most common model according to the summary statistics reported 

in Table 4. 

 

Since our heterogeneity analysis considers 31 potential explanatory variables, the outcome of a 

simple OLS regression would suffer from over-specification bias due to model uncertainty. At 

the same time, there is little theoretical framework that could help us judge which variables are 

more and which are less important in estimating the effect of remittances on economic growth. 

We address the resulting regression model uncertainty by applying Bayesian model-averaging 

(BMA; Hoeting et al., 1999).7 Recent applications of BMA in meta-analysis include Babecky & 

Havranek (2014) and Havranek et al. (2018).  

 
7 An excellent survey on the use of BMA in economics has recently been published by Steel (2019). 
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BMA addresses model uncertainty by estimating many regressions with possible combinations 

of the explanatory variables and then taking the weighted average of the corresponding 

coefficients. The weights applied in the BMA methodology are derived from the so-called 

posterior model probabilities that correspond to the classical likelihood concept. A posterior 

model probability (PMP) is a measure of how well a model fits the data. Models with the best fit 

relative to model size exhibit the highest PMPs. BMA also calculates posterior inclusion 

probability (PIP) for each of the explanatory variables, which represents the sum of the PMPs for 

all the models which include a certain variable. Therefore, the PIP reflects the probability that a 

variable belongs to the “true” regression model. We employ the bms package available in R 

developed by Feldkircher and Zeugner (2009)8 to estimate the BMA using the unit information 

g-prior and uniform model prior. We do not report results employing alternative priors (hyper-g 

or BRIC g-prior and random model prior) because they yield qualitatively similar results. We run 

BMA only for the long-term relationship between remittances and economic growth, as the 

number of observations for the short-one is insufficient for such an analysis. 

 

The graphical results of BMA estimation are reported in Figure 3. The explanatory variables are 

displayed on the vertical axis and are sorted by their PIPs in descending order. Each column 

shows a specific regression model sorted from left to right according to the PMP. The color of 

the individual cell depicts the sign of the corresponding regression coefficient. Blue color (darker 

in greyscale) implies that the variable entails a positive effect, i.e. it causes that the estimated 

effect of remittances on economic growth in primary studies is larger. Red color (lighter in 

greyscale) suggests that the variable is included, and its effect is negative. An empty cell 

indicates that the variable is not included in the regression model.  

 

The numerical results of BMA are reported in the left-hand panel of Table 6. We present the 

posterior mean, the standard deviation, and the PIP for each of the explanatory variables. We 

find that eleven variables have PIPs above 50%, suggesting that they matter for the estimated 

effect of remittances on growth in the primary studies.  

 

 
8 We use the Markov Chain Monte Carlo algorithm provided by the package to walk through model space and 

employ 2 million iterations with 1 million burn-ins to achieve convergence. 
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Figure 3. Model inclusion in Bayesian model averaging 

 

Note: The response variable is the effect of remittances on economic growth in the long-run (partial 

correlation coefficient). The explanatory variables are listed and explained in Table 4. Columns denote 

individual models; variables are sorted by PIPs in descending order. Darker shading (blue) reflects that 

the variable is included, and the estimated sign is positive. Lighter shading (red) reflects that the variable 

is included, and the estimated sign is negative. No color means that the variable is not included in the 

model. The horizontal axis measures cumulative PMPs. The results are based on a specification weighted 

by the inverse variance. 5000 models with the highest PMP are presented for ease of exposition.  

 

Kass & Raftery (1995) provide a rule of thumb on how to interpret the size of PIPs. PIPs with 

values between 0.5 and 0.75 denote weak evidence of an effect, PIPs with values between 0.75 

and 0.95 denote a positive effect, PIPs values between 0.95 and 0.99 denote a strong effect, and 

PIPs with values above 0.99 denote a decisive effect. Hence, according to our BMA estimation 

results, PIPs suggest a decisive evidence of the effect in the case of the following variables: a 

dummy for time-series studies, the number of countries included in the sample, a dummy for the 

studies that use the growth of remittances, and a dummy for datasets that include only countries 

from sub-Saharan Africa. We observe a strong effect for the variable capturing whether the 

primary studies address the endogeneity issues. Finally, we find a positive effect for the 

following variables: a dummy for nominal GDP as the dependent variable, foreign aid, and a 

dummy for the datasets that solely include countries from East Asia and Pacific or Middle East 
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and North Africa. The results show a weak effect for the following variables: foreign direct 

investment and dummy for the South Asia region. We discuss these results in detail below. 

 

Table 6. Explaining the heterogeneity in the effect of remittances on growth 

 

Note: The frequentist check includes variables that have a PIP of above 50%, according to BMA. PIPs 

above 0.5 are highlighted in bold. Standard errors in the frequentist check are clustered at the study 

level. Both regressions are weighted by the inverse variance. 

In addition to the baseline Bayesian estimation, we provide a robustness check and estimate 

ordinary least squares using the variables from BMA with PIPs above 0.5. The results of this 

frequentist check (depicted in the right-hand part of Table 6) largely confirm our BMA findings. 

Post Mean Post St. Dev. PIP Coef. St. Error p-value

GDP per Capita 0.015 0.026 0.291

Nominal GDP 0.037 0.033 0.623 0.047 0.032 0.148

Growth of GDP -0.001 0.007 0.036

Log transformation of GDP 0.000 0.003 0.024

Remittances in absolute values 0.004 0.014 0.113

Remittances per capita 0.000 0.005 0.015

Growth of remittances -0.163 0.032 1.000 -0.141 0.020 0.000

Foreign aid -0.078 0.039 0.886 -0.085 0.039 0.033

Foreign direct investment 0.030 0.031 0.567 0.034 0.031 0.276

Trade opennes -0.014 0.023 0.333

Financial development 0.000 0.003 0.018

Quality of institutions -0.006 0.015 0.164

Interaction -0.006 0.018 0.154

Time series 0.267 0.053 1.000 0.258 0.089 0.005

Cross-section 0.004 0.023 0.048

Number of countries -0.107 0.018 1.000 -0.099 0.024 0.000

Time span 0.002 0.008 0.060

Length of time unit 0.003 0.011 0.094

Number of variables 0.005 0.013 0.153

Homogeneity 0.009 0.027 0.140

Control for endogeneity -0.039 0.013 0.969 -0.042 0.022 0.058

Citations 0.000 0.002 0.055

Journal impact factor 0.022 0.050 0.199

Europe -0.038 0.062 0.325

East Asia and Pacific 0.225 0.129 0.837 0.288 0.121 0.020

South Asia 0.075 0.069 0.614 0.117 0.087 0.182

Latin America and Caribbean -0.001 0.013 0.038

Middle East and North Africa -0.100 0.063 0.810 -0.097 0.041 0.019

Sub-Saharan Africa -0.146 0.039 1.000 -0.130 0.044 0.005

Low Income 0.001 0.011 0.021

Precision 0.620 0.080 1.000 0.586 0.128 0.000

Publication bias -2.614 NA 1.000 -2.549 0.601 0.000

Number of observations

Number of groups

BMA Frequentist check (OLS)

487 487

91 91
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The measure of economic growth and remittances 

According to our results, the studies that use nominal GDP instead of real GDP as the dependent 

variable tend to report a more positive impact of remittances on economic growth. This result is 

in line with the findings presented by Narayan et al. (2011) and Ball et al. (2013) and suggests 

that remittances spur inflation, which is part of nominal GDP growth. Regarding the proxy for 

remittances, accounting for the change in remittances (opposed to its level) seems to reduce the 

reported effect. 

 

Control variables 

We find that two control variables are important for the estimated effect of remittances on 

growth: foreign aid and foreign direct investment. The results suggest that without controlling for 

foreign aid, the effect of remittances on growth becomes overestimated. This is likely so because 

foreign aid and remittances are complements rather than substitutes in a cross-country 

perspective, and part of the foreign aid effect is wrongly attributed to remittances. On the other 

hand, accounting for foreign direct investment seems to boost the effect of remittances. Overall, 

these results are consistent with Nwaogu & Ryan (2015), who show that including foreign aid 

and foreign direct investment jointly with remittances is key for estimating the determinants of 

economic growth in low- and middle-income countries. Interestingly, we find that controlling for 

foreign aid and foreign direct investment jointly is a more important factor than controlling for 

institutional quality. In this respect it is worth noting the results of Catrinescu et al. (2009), who, 

using a global sample of countries, show that the effect of remittances on growth depends on 

institutional quality. Similarly, a meta-analysis of the natural resource curse by Havranek et al. 

(2016) confirms that only countries with poor institutions suffer from the curse. 

 

Data & estimation characteristics 

Overall, the results for this category of variables suggest that time series models are associated 

with reporting a greater effect of remittances on growth. Its high PIP indicates a decisive role in 

influencing the reported remittances-growth nexus. At the same time, the evidence suggests that 

primary studies covering more countries in their regression analysis are more likely to report a 

weaker effect of remittances on growth. We also find that controlling for endogeneity is 



25 

 

important. Somewhat paradoxically, only around a half of primary studies attempt to address 

endogeneity. 

Table 7. Robustness checks 

 

Note: Posterior inclusion probabilities above 0.5 are highlighted in bold. 

 

Regions 

According to BMA, the effect of remittances on growth depends on the countries or regions that 

the primary studies examine. We find that primary studies estimate larger benefits of remittances 

(in terms of economic growth) in Asia than in Africa. We obtain this result regardless of the 

Post Mean Post St. Dev. PIP Post Mean Post St. Dev. PIP

GDP per Capita -0.001 0.010 0.035 -0.022 0.045 0.241

Nominal GDP 0.092 0.034 0.958 0.089 0.052 0.828

Growth of GDP 0.002 0.013 0.050 0.006 0.023 0.096

Log transformation of GDP 0.000 0.003 0.017 0.013 0.031 0.179

Remittances in absolute values 0.057 0.040 0.751 0.191 0.044 0.995

Remittances per capita -0.002 0.016 0.037 0.000 0.009 0.022

Growth of remittances -0.025 0.046 0.276 -0.010 0.041 0.083

Foreign aid -0.158 0.037 1.000 -0.222 0.044 1.000

Foreign direct investment 0.009 0.023 0.170 0.022 0.042 0.267

Trade opennes -0.051 0.046 0.631 0.026 0.044 0.322

Financial development 0.030 0.040 0.409 0.176 0.056 0.981

Quality of institutions -0.001 0.007 0.028 0.000 0.011 0.027

Interaction -0.002 0.010 0.041 0.058 0.080 0.402

Time series 0.043 0.062 0.378 -0.001 0.037 0.091

Cross-section -0.011 0.049 0.088 -0.453 0.301 0.775

Number of countries -0.167 0.027 1.000 -0.071 0.034 0.911

Time span 0.001 0.009 0.037 0.043 0.046 0.548

Length of time unit 0.060 0.036 0.838 0.335 0.082 1.000

Number of variables 0.012 0.030 0.165 0.000 0.010 0.038

Homogeneity 0.001 0.009 0.023 0.190 0.114 0.833

Control for endogeneity -0.031 0.021 0.779 -0.182 0.037 1.000

Citations 0.000 0.001 0.031 -0.004 0.010 0.169

Journal impact factor -0.002 0.020 0.036 -0.006 0.062 0.025

Europe 0.003 0.019 0.038 0.045 0.098 0.216

East Asia and Pacific 0.053 0.083 0.351 0.033 0.080 0.270

South Asia 0.000 0.008 0.023 0.119 0.111 0.648

Latin America and Caribbean -0.045 0.067 0.366 0.175 0.114 0.799

Middle East and North Africa -0.161 0.064 0.945 -0.376 0.101 0.986

Sub-Saharan Africa -0.179 0.040 1.000 -0.111 0.102 0.633

Low Income -0.001 0.009 0.019 -0.356 0.086 1.000

Precision 0.756 NA 1.000 -0.019 NA 1.000

Publication bias -2.542 0.383 1.000 -0.784 0.441 0.838

Number of observations

Number of groups 91 91

BMA - Unweighted regressions BMA - Weighted by numrber of equations 

487 487
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definitions of regions: we use East Asia and Pacific and South Asia dummy variables for Asia 

and Sub-Saharan Africa and the Middle East and North Africa in case of Africa. The result on 

the beneficial effect of remittances in Asia is consistent with the findings of Cooray (2012). 

 

We conduct two robustness checks that concern the weights used in our analysis. Throughout the 

analysis, we use inverse-variance weights, which are common in the research synthesis literature: 

they increase the efficiency of estimation and intuitively downweigh less precise estimates. But 

unlike in experimental research, the authors of observational studies have a lot of degrees of 

freedom over the construction of standard errors. Sometimes small standard errors, and hence 

large precision, arise from poor research design – for example, when the authors use panel data 

but fail to cluster or bootstrap standard errors. Therefore, in the first robustness check we use no 

weights at all. In the second robustness check we weight the equations by the inverse of the 

number of equations reported per study to give each study the same weight. The findings are 

available in Table 7, and they largely confirm our baseline results. These robustness checks also 

find that several additional variables have a PIP greater than 0.5, suggesting that they might also 

matter for the estimated effect of remittances on growth. Nevertheless, to stay on the 

conservative side given that these variables do not prove to be important in the baseline 

estimation that uses weights overwhelmingly recommended by previous research and Monte 

Carlo simulations, we do not consider them as important moderator variables.  

 

7. Conclusion 

We conduct the first meta-analysis of the effect of remittances on economic growth. Although 

the macroeconomic importance of remittances has been rising over time, the literature has not 

reached a consensus and continues to produce estimates that differ widely. We collect a dataset 

of 95 articles displaying 538 regression equations and observe that around 40% of them report a 

positive and statistically significant effect of remittances, around 20% report a negative and 

statistically significant effect, and around 40% do not find any statistically significant impact of 

remittances on economic growth.  

 

Our results show that the typical effect of remittances on growth is positive but, using the 

classification of Doucouliagos (2011), this effect is rather small. We also observe that the 
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primary studies in this body of literature suffer from modest publication bias: studies reporting a 

positive effect of remittances on growth are preferentially reported. Next, we investigate whether 

some characteristics of the primary studies drive the heterogeneity in the estimated effect of 

remittances. We examine more than 30 candidate variables and use Bayesian model averaging to 

address the inherent uncertainty surrounding the choice of regression specifications. Our analysis 

shows that several characteristics matter robustly and explain why the results in the primary 

studies differ systematically.  

 

To be specific, we find that it is important to control for two other main sources of external 

finance for low- and middle-income economies, foreign aid and foreign direct investment, in 

order to estimate the effect of remittances on growth accurately. More generally, the results 

suggest that omitted variables bias presents an important factor influencing study outcomes. In 

addition, it also matters whether primary studies address endogeneity issues. Ignoring 

endogeneity typically produces larger estimates of the remittances effect. Similarly, our findings 

indicate that primary studies using time-series techniques tend to report larger positive effects. 

Finally, our results show that the estimated effects of remittances on growth depend on which 

countries are included in the sample: the effect of remittances is systematically larger in Asia 

than in Africa.  

 

Therefore, this study does not yield typical policy prescriptions but rather provides 

recommendations on how to conduct future policy-relevant empirical research, specifically how 

to estimate the effect of remittances of growth accurately. We believe that our results open an 

interesting avenue for the development literature. Future research will need to examine carefully 

why the literature finds a small positive effect of remittances on growth, while the corresponding 

meta-analysis of the effect of foreign aid on economic growth finds a depressing result – that the 

aid effect is zero (Doucouliagos & Paldam, 2008). This is puzzling given that, globally, the 

volume of remittances and foreign aid is of comparable magnitude, and foreign aid should be 

better targeted to development projects.    
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Appendix B. Robustness check using a more homogenous dataset 

Table B1. Test of publication bias (equations with GDP growth as dependent variable), long term 

 

Note: The dependent variable is PCC; the estimated equation is 𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖 
Specifications (1) - (5) are weighted by inverse variance. Specification (6) is weighted by the inverse of 

the number of equations per study. Specifications (1), (3), (5), and (6) are estimated with standard errors 

clustered at the study level to account for likely within-study correlation of reported results. Specification 

(1) and (6) are estimated using WLS. Specification (2) is estimated using iteratively re-weighted WLS. 

Specifications (3) and (4) are the panel data regressions with fixed and mixed effects respectively. 

Specification (5) is a panel data instrumental variables regression with fixed effects and the inverse of the 

square root of the number of degrees of freedom used as an instrument. Standard errors are reported in 

parentheses. *, ** and *** denote significance at the 10%, 5% and 1% levels. 

 

Table B2. Test of publication bias (GDP growth as dependent variable), short term 

  

Note: The dependent variable is PCC; the estimated equation is 𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝐸𝐸𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖 
Specifications (1) - (4) are weighted by inverse variance. Specification (5) is weighted by the inverse of 

the number of equations per study. Specifications (1), (4) and (5) are estimated with standard errors 

clustered at the study level to account for likely within-study correlation of reported results. Specification 

(1) and (5) are estimated using WLS. Specification (2) is estimated using iteratively re-weighted WLS. 

Specification (3) is the panel data regressions with mixed effects. Specification (4) is a panel data 

instrumental variables regression with fixed effects and the inverse of the square root of the number of 

degrees of freedom used as an instrument. Standard errors are reported in parentheses. *, ** and *** 

denote significance at the 10%, 5% and 1% levels. 

(1) (2) (3) (4) (5) (6)

WLS, clustered WLS, robust FE, clustered ME IV, clustered WLS, Equations, 

clustered

Publication bias 0.677 0.721** 0.267 1,102** 1.730* 1,956***

(0,61) (0,25) (0,29) (0,37) (0.75) (0,35)

Effect beyond bias 0.014 0.003 0.040* 0.027 -0,050 -0,024

(0,03) (0,01) (0,02) (0,02) (-0,04) (0,03)

Observations 347 347 347 347 347 347

Long-term

(1) (2) (3) (4) (5)

WLS, clustered WLS, robust ME IV, clustered WLS, Equations, 

clustered

Publication bias 1.388 1.189 1.388 1.218 1.478

(0,80) (0,64) (1.03) (0,77) (1.04)

Effect beyond bias -0,169* -0,144* -0.169* -0.152* -0.081

(0,06) (0,05) (0,09) (0,06) (0,11)

Observations 24 24 24 24 24

Short-term
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Appendix C. Funnel plot for a subsample of comparable estimates 

 

Note: The figure represents the scattered plot of the reported estimates of the effect of the remittances on 

the economic growth (elasticities, not partial correlations). The vertical axis represents the precision of 

the respective estimates (calculated as logarithm of inverse of the corresponding standard errors). The 

dashed vertical line displays the sample median; the solid vertical line displays the sample mean. 

Because of the presence of extreme observations for both size and precision, both variables are trimmed 

for ease of exposition. 
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